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Preface

The transistor is the basic circuit element from which electronic systems

are built. The discovery of the transistor effect in 1947 set the stage for

a revolution in electronics. The invention of the integrated circuit in 1959

launched the revolution by providing a way to mass produce monolithic

circuits of interconnected transistors. As semiconductor technology devel-

oped, the number of transistors on an integrated circuit chip doubled each

year. This doubling of the number of transistors per chip, driven by con-

tinuously downscaling the size of transistors, has continued at about the

same pace for more than 50 years. The resulting continuous increase in the

capabilities of electronic systems and the continuous decrease in the cost

per function have shaped the world we live in.

The theory of the MOSFET (the most common type of transistor) was

formulated in the 1960’s when transistor channels were about 10 microme-

ters (10,000 nanometers) long. As semiconductor technology matured, tran-

sistor dimensions shrunk, new physics became important, and the models

evolved. By the end of the 20th century, transistor dimensions had reached

the nanoscale, and the transistor became the first active, nanoscale device

in high-volume manufacturing. The flow of electrons and holes in modern

transistors is much different from what it was 50 years ago when transis-

tor models were first developed, but most students continue to be taught

traditional MOSEFT theory. My goal for these lectures is to demonstrate

that the essential operating principles of nanotransistors are much different

from those that described the transistors of decades past but that these

operating principles are remarkably simple and easy to understand. The

approach is based on a new understanding of electron transport that has

emerged from research on molecular and nanoscale electronics [1], but it

retains much of the original theory of the MOSFET. In addition to describ-

vii



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

viii Essential Physics of Nanoscale Transistors

ing a specific device, these notes should serve as an example of how other

nanodevices might be understood and modeled.

These lectures are not a comprehensive treatment of transistor science

and technology; they are a starting point that aims to convey some im-

portant fundamentals. I assume an understanding of basic semiconductor

physics. Readers with a strong background in MOSFET theory may wish

to skip (or skim) Parts 1 and 2 and go directly to Parts 3 and 4 where the

new approach is presented. Online versions of these lectures are also avail-

able, along with an extensive set of additional resources for self-learners

at nanoHUB-U [2]. In the spirit of the Lessons from Nanoscience Lec-

ture Note Series, these notes are presented in a still-evolving form, but I

hope that readers find them a useful introduction to a topic that is both

scientifically interesting and technologically important.

Mark Lundstrom

Purdue University

December, 2015

[1] Supriyo Datta, Lessons from Nanoelectronics: A new approach to trans-

port theory, Vol.1 in Lessons from Nanoscience: A Lecture Notes Series,

World Scientific Publishing Company, Singapore, 2011.

[2] “nanoHUB-U: Online courses broadly accessible to students in any

branch of science or engineering,” http://nanohub.org/u, 2015.
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Lecture 1

Overview

1.1 Introduction

1.2 Electronic devices: A very brief history

1.3 Physics of the transistor

1.4 About these lectures

1.5 Summary

1.6 References

1.1 Introduction

The transistor has been called “the most important invention of the 20th

century” [1]. Transistors are everywhere; they are the basic building blocks

of electronic systems. As transistor technology advanced, their dimensions

were reduced from the micrometer (µm) to the nanometer (nm) scale, so

that more and more of them could be included in electronic systems. Today,

billions of transistors are in our smartphones, tablet and personal comput-

ers, supercomputers, and the other electronic systems that have shaped the

world we live in. In addition to their economic importance, transistors are

scientifically interesting nano-devices. These lectures aim to present a clear

treatment of the essential physics of the nanotransistor. This first lecture

introduces the topics we’ll discuss and gives a roadmap for the remaining

lectures.

Figure 1.1 shows the most common transistor in use today, the Metal-

Oxide-Semiconductor Field-Effect Transistor (MOSFET). On the left is

the schematic symbol we use when drawing transistors in a circuit, and on

the right is a scanning electron micrograph (SEM) of a silicon MOSFET

circa 2000. The transistor consists of a source by which electrons enter

21
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the device, a gate, which controls the flow of electrons from the source

and across the channel, and a drain through which electrons leave the

device. The gate insulator, which separates the gate electrode from the

channel, is less than 2 nm thick (less than the diameter of a DNA double

helix). The length of the channel was about 100 nm at the turn of the

century, and is about 20 nm today. The operation of a nanoscale transistor

is interesting scientifically, and the technological importance of transistors

is almost impossible to overstate.

Fig. 1.1 The silicon MOSFET. Left: The circuit schematic of an enhancement mode

MOSFET showing the source, drain, gate, and body contacts. The dashed line represents

the conductive channel, which is present when a large enough gate voltage is applied.
Right: An SEM cross-section of a silicon MOSFET circa 2000. The source, drain, gate,

silicon body, and gate insulator are all visible. The channel is the gap between the source
and the drain. (Source: Texas Instruments, circa 2000.)

Figure 1.2 shows the current-voltage (IV ) characteristics of a MOSFET.

Electrons flow from the source to the drain when the gate voltage is large

enough. Devices with IV characteristics like this are useful in electronic

circuits. They can operate as digital switches, either on or off, or as analog

amplifiers of input signals. The shape of the IV characteristic and the

magnitude of the current are controlled by the physics of the device. My

goal in these lectures is to relate the IV characteristic of a nanotransistor

to its internal physics.
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Fig. 1.2 The common source output IV characteristics of an N-channel MOSFET. The

vertical axis is the current that flows between the drain and source terminals, and the

horizontal axis is the voltage between the drain and source. Each line corresponds to
a different gate voltage. The two regions of operation, to be discussed later, are also

labeled. The maximum voltage applied to the gate and drain terminals is the power

supply voltage, VDD. (The small leakage current in the subthreshold region is not
visible on a linear scale for IDS .)

1.2 Electronic Devices: A very brief history

Electronic systems are circuits of interconnected electronic devices. Re-

sistors, capacitors and inductors are very simple devices, but most elec-

tronic systems rely on non-linear devices, the simplest being the diode,

which allows conduction for one polarity of applied voltage but not for

the other. The first use of diodes was for detecting radio signals. In the

early 1900’s, semiconductor diodes were demonstrated as were vacuum tube

diodes. Semiconductor diodes were metal-semiconductor junctions consist-

ing of a metal wire (the “cat’s whisker”) placed in a location on the crystal

that gave the best performance. Because they were finicky, these crystal

detectors were soon replaced with vacuum tube detectors, which consisted
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of a heated filament that boiled off electrons and a metal plate inside an

evacuated bulb. When the voltage on the plate was positive, electrons from

the filament were attracted, and current flowed.

The vacuum tube triode quickly followed the vacuum tube diode (and,

later, the pentode). By placing a metal grid between the filament and

plate, a large current could be controlled with a small voltage on the grid,

and signals could be amplified. The widespread application of vacuum

tubes transformed communications and entertainment and enabled the first

digital computers, but vacuum tubes had problems –they were large, fragile,

and consumed a lot of power.

In the 1920’s, Julius Lilienfeld and Oskar Heil independently patented

a concept for a “solid-state” replacement for the vacuum tube triode. By

eliminating the need for a heated filament and a vacuum enclosure, a solid-

state device would be smaller, more reliable, and consume less power. Semi-

conductor technology was too immature at the time to develop this concept

into a device that could compete with vacuum tubes, but by the end of

World War II, enough ground work had been laid to spur Bell Telephone

Laboratories to mount a serious effort to develop a solid-state replacement

for the vacuum tube [2]. The result, in December 1947, was the tran-

sistor – not the field-effect transistor (FET) of Lillenfeld and Heil but a

point contact bipolar transistor (something like the original cat’s whisker

crystal rectifier). Over the years, however, the technological problems asso-

ciated with FETs were solved, and today, the Metal-Oxide-Semiconductor

Field-Effect Transistor (MOSFET) is the mainstay of electronic systems

[3]. These lectures are about the MOSFET, but the basic principles apply

to several different types of transistors.

By 1960, technologists learned how to manufacture several transistors

in one, monolithic piece of semiconductor and to wire them up in circuits

as part of the manufacturing process, instead of first making transistors

and then wiring them up individually by hand. Gordon Moore noticed in

1965 that the number of transistors on these integrated circuit “chips” was

doubling every technology generation (about one year then, about 1.5 years

now) [4]. He predicted that this doubling of the number of transistors per

chip would continue for some time, but even he must have been surprised

to see it continue for more than 50 years [5].

The doubling of the number of transistors per chip each technology gen-

eration (now known as Moore’s Law) was accomplished by down-scaling the

size of transistors. Because transistor dimensions were first measured in

micrometers, electronics technology became known as “microelectronics.”
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Device physicists developed simple, mathematical models for transistors

[6-9], which succinctly described the operation of the device in a way that

designers could use for circuit and system design. Over the years, these

models were refined and extended to describe evolving transistor technol-

ogy [10, 11]. Each technology generation, the lateral dimensions of transis-

tors shrunk by a factor of
√

2, which reduced the area by a factor of two

and doubled the number of transistors on a chip. About the year 2000, the

length of the transistor channel reached 100 nanometers, microelectronics

became nanoelectronics, and the nanotransistor became a high-impact suc-

cess of the nanotechnology revolution. It now seems clear that transistor

channel lengths will shrink to the 10 nm scale, and the question today is:

“how far below 10 nanometers can transistor technology be pushed?”

As the size of transistors crossed the nanometer threshold, the char-

acteristics of the device as measured at its terminals did not change dra-

matically (indeed, if they had, we would no longer have what we call a

“transistor”). But something did change; the internal physics that controls

the transport of charge carriers from the source to the drain in a transistor

changed in a very significant way. Understanding electronic transport in

nanoscale transistors in a simple, but physically sound way is the goal of

these lectures.

1.3 Physics of the transistor

The vast majority of transistors operate by controlling the height of an

energy barrier with an applied voltage. An energy barrier in the channel

prevents electrons from flowing form the source to the drain. As voltages

are applied to the gate and drain electrodes, the height of this energy barrier

can be manipulated, and the flow of electrons from the source to the drain

can be controlled. In Lecture 3, I will discuss this energy band view of the

MOSFETs in more detail; it contains most of the physics that we will later

use to develop mathematical models to describe transistors.

The mathematical analysis of a MOSFET often begins with the equa-

tion,

IDS = W |Qn (VGS , VDS)| 〈υ〉 , (1.1)

where W is the width of the transistor in the direction normal to the cur-

rent flow, Qn is the mobile sheet charge in the device (C/m2), and 〈υ〉
is the average velocity at which it flows. When “doing the math” it is
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important to keep the physical picture in mind. The charge comes from

electrons surmounting the energy barrier, and the velocity represents the

velocity at which they then move. Understanding MOSFETs boils down to

understanding electrostatics (Qn) and transport (〈υ〉). While the electro-

static design principles of MOSFETs have not changed much for the past

few decades, the nature of electron transport in transistors has changed

considerably as transistors have been made smaller and smaller. A proper

treatment of transport in nanoscale transistors is essential to understanding

and designing these devices.

The drift-diffusion equation is the cornerstone of traditional semicon-

ductor device physics. It states that the current in a uniform semiconductor

is proportional to the electric field, E , and that in the absence of an elec-

tric field, the current is carried by electrons diffusing down a concentration

gradient. In general, both processes occur at the same time, and we add

the two to find the current carried by electrons in the conduction band as

Jn = nqµnqE + qDndn/dx , (1.2)

where n is the density of electrons in the conduction band, q is the magni-

tude of the charge on an electron, µn is the electron mobility, and Dn is the

diffusion coefficient. Although most semiconductor textbooks still begin

with eqn. (1.2), it is not at all clear that the approximations necessary to

derive eqn. (1.2) are valid for the small devices that are now being man-

ufactured. Indeed, sophisticated computer simulations show that electron

transport in nanoscale transistors is quite complex [12, 13]. For our pur-

poses in these lectures, we need a simple description of transport designed

to work at the nanoscale.

The Landauer approach describes carrier transport at the nanoscale.

Instead of eqn. (1.2), we compute the current from [14, 15]:

I =
2q

h

∫
M(E)T (E) [f1(E)− f2(E)] dE , (1.3)

where q is the magnitude of the charge on an electron, h is Planck’s con-

stant, M(E) is the number of channels at energy, E, that are available for

conduction, T (E) is the transmission, f1(E) the equilibrium Fermi func-

tion of contact one and f2(E), the Fermi function for contact two. The

number of channels is analogous to the number of lanes on a highway, and

the transmission is a number between zero and one; it is the probability

that an electron injected from contact one exits from contact two. For large

devices, eqn. (1.3) reduces to eqn. (1.2), but eqn. (1.3) can also be applied

to nanodevices for which it is not so clear how to make use of eqn. (1.2).
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The transport effects discussed so far are semiclassical – they consider

electrons to be particles with the quantum mechanics being embedded in

the band structure or effective mass, but as devices continue to shrink,

it is becoming important to consider explicitly the quantum mechanical

nature of electrons. We should expect that quantum mechanical effects will

become important when the potential energy changes rapidly on the scale

of the electron’s de Broglie wavelength. A simple estimate of the de Broglie

wavelength of thermal equilibrium electrons in Si gives about 10 nm, which

is not much less than present day channel lengths. During the past decade

or two, powerful techniques to treat the quantum mechanical transport of

electrons in transistors have been developed [13]. As channel lengths shrink

below 10 nm, it is becoming increasingly necessary to describe electron

transport quantum mechanically, but for channel lengths above about 10

nm, the semiclassical picture works well.

A significant research effort over the past few decades has been devoted

to understanding transport at the nanoscale and at developing techniques

to simulate it on computers. The essential physics of transport at the

nanoscale is readily understood, and this simple understanding is useful

for interpreting experiments and detailed simulations as well as for for de-

signing and optimizing transistors. This simple, intuitive, “essential only”

approach to transport in nanotransistors is the subject of these lecture

notes.

1.4 About these lectures

The lectures presented in this volume are divided into four parts.

Part 1: MOSFET Fundamentals
Part 2: MOS Electrostatics
Part 3: The Ballistic Nanotransistor
Part 4: Transmission Theory of the Nanotransistor

Part 1: MOSFET Fundamentals

Part 1 introduces the transistor. The lecture that follows this overview

treats transistors as “black boxes” and describes their electrical character-

istics and key performance metrics. A lecture on the MOSFET as a barrier

controlled device shows how simple it is to understand the MOSFET in

terms of energy band diagrams. One lecture then presents the traditional
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derivation of the MOSFET IV characteristics. The final lecture in Part

1 introduces the “Virtual Source” (VS) model, a semi-empirical model for

MOSFETs [16] that will serve as an overall framework for the subsequent

lectures.

Part 2: MOS Electrostatics

Part 2 discusses the most important physics of a MOSFET - MOS electro-

statics – how the potential barrier between the source and drain is controlled

by the gate and drain voltages. Five lectures discuss one-dimensional MOS

electrostatics (the dimension normal to the channel) much as it is presented

in traditional textbooks. The effects of two-dimensional electrostatics (i.e.

the role of the drain voltage) are then described. In the final lecture of Part

2, we return to the VS model and show how to improve it with a better

treatment of MOS electrostatics.

Part 3: The Ballistic MOSFET

Part 3 is about the ballistic MOSFET, a device for which electrons in

the channel do not scatter. The section begins with an introduction to

the Landauer approach to transport and then continues by applying this

approach in the ballistic limit to MOSFETs. Modern MOSFETs operate

quite close to the ballistic limit. The ballistic MOSFET model looks much

different than the traditional MOSFET model, but when we relate it to the

VS model, we’ll find that it can be expressed in the traditional language of

MOSFET analysis.

Part 4: Transmission Theory of the MOSFET

Part 4 adds carrier scattering to the model. A transmisson theory of MOS-

FETs that includes electron transport from the no-scattering (ballistic) to

strong-scattering (diffusive) regimes is developed. Part 4 begins with a lec-

ture on the fundamentals of carrier scattering and the relation of transmis-

sion to the mean-free-path. The transmission theory of the nano-MOSFET

is then presented and related to traditional MOSFET theory via the VS

model. The use of the Transmission/VS model to experimentally char-

acterize nanotransistors is discussed, and Part 4 concludes with a lecture
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that examines the limits of transistors and some of the limitations of the

transmission approach to nano-MOSFETs.

1.5 Summary

My objectives in writing these lectures are to present a simple, physical

way to understand the operation of nanoscale MOSFETs and to relate this

new understanding to the traditional theory of the MOSFET. Transistor

science and technology is a complex, but readily understood subject. I am

only able in these lectures to touch upon a few, important concepts. The

goal is to develop a firm understanding of a few key principles will provide

a starting point that can be filled in and extended as needed. Since the

nano-MOSFET is the first high-volume, high-impact, active nano-device,

understanding the MOSFET as a nano-device also provides a case study in

developing models for other nano devices.

To follow these lectures, only a basic understanding of semiconductor

physics is necessary – e.g. concepts like bandstructure, effective mass, mo-

bility, doping, etc. The first two parts of the lectures are for those with

little or no background in transistors and MOSFETs, and the last two parts

present a novel approach to understanding nanotransistors. Those with a

good background in transistors and MOSFETs may want to skip (or just

skim) Parts 1 and 2. For those with little or no background in transis-

tors and MOSFETs, Parts 1 and 2 will provide the necessary background

for understanding Parts 3 and 4. The reader will notice that some words

are italicized. This is done to alert the reader when important terms that

should be remembered are first encountered. Finally, an extensive set of

online materials that supplement and extend these lectures can be found on

the author’s home page: https://nanohub.org/groups/mark lundstrom/.
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The Transistor as a Black Box

2.1 Introduction

2.2 Physical structure of the MOSFET

2.3 IV characteristics

2.4 MOSFET device metrics

2.5 Summary

2.6 References

2.1 Introduction

The goal for these lectures is to relate the internal physics of a transistor

to its terminal characteristics; i.e. to the currents that flow through the

external leads in response to the voltages applied to those leads. This

lecture will define the external characteristics that subsequent lectures will

explain in terms of the underlying physics. We’ll treat a transistor as an

engineer’s “black box,” as shown in Fig. 2.1. A large current flows through

terminals 1 and 2, and this current is controlled by the voltage on (or,

for some transistors the current injected into) terminal 3. Often there is

a fourth terminal too. There are many kinds of transistors [1], but all

transistors have three or four external leads like the generic one sketched

in Fig. 2.1. The names given to the various terminals depends on the type

of transistor. The IV characteristics describe the current into each lead in

terms of the voltages applied to all of the leads.

Before we describe the IV characteristics, we’ll begin with a quick

look at the most common transistor – the field-effect transistor (FET).

In these lectures, our focus is on a specific type of FET, the silicon Metal-

Oxide-Semiconductor Field-Effect Transistor (MOSFET). A different type

33
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of FET, the High Electron Mobility Transistor (HEMT), finds use in radio

frequency (RF) applications. Bipolar junction transistors (BJTs) and het-

erojunction bipolar transistor (HBTs) are also used for RF applications.

Most of the transistors manufactured and used today are one of these four

types of transistors. Although our focus is on the Si MOSFET, the basic

principles apply to these other transistors as well.

Fig. 2.1 Illustration of a transistor as a black box. The currents that flow in the four

leads of the device are controlled by the voltages applied to the four terminals. The

relation of the currents to the voltages is determined by the internal device physics of
the transistor. These lectures will develop simple, analytical expressions for the current

vs. voltage characteristics and relate them to the underlying device physics.

2.2 Physical structure of the MOSFET

Figure 2.2 (same as Fig. 1.1) shows a scanning electron micrograph (SEM)

cross section of a Si MOSFET circa 2000. The drain and source terminals

(terminals 1 and 2 in Fig. 2.1 are clearly visible, as are the gate electrode

(terminal 3 in Fig. 2.1) and the Si body contact (terminal 4 in Fig. 2.1).
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Note that the gate electrode is separated from the Si substrate by a thin,

insulating layer that is less than 2 nm thick. In present-day MOSFETs, the

gap between the source and drain (the channel) is only about 20 nm long.

Also shown in Fig. 2.2 is the schematic symbol used to represent MOS-

FETs in circuit diagrams. The dashed line represents the channel between

the source and drain. It is dashed to indicate that this is an enhance-

ment mode MOSFET, one that is only “on” with a channel present when

the magnitude of the gate voltage exceeds a critical value known as the

threshold voltage.

Fig. 2.2 The n-channel silicon MOSFET. Left: The circuit schematic of an enhancement

mode MOSFET showing the source, drain, gate, and body contacts. The dashed line
represents the channel, which is present when a large enough gate voltage is applied.
Right: An SEM cross-section of a silicon MOSFET circa 2000. The source, drain, gate,

silicon body, and gate insulator are all visible. (This figure is the same as Fig. 1.1.)

Figure 2.3 compares the cross-sectional and top-views of an n-channel,

silicon MOSFET. On the left is a “cartoon” illustration of the cross-section,

similar to the SEM in Fig. 2.2. An n-channel MOSFET is built on a p-type

Si substrate. The source and drain regions are heavily doped n-type regions;

the transistor operates by controlling conduction across the channel that

separates the source and drain. On the right side of Fig. 2.3 is a top view of

the same transistor. The large rectangle is the transistor itself. The black

squares on the two ends of this rectangle are contacts to the source and

drain regions, and the black rectangle in the middle is the gate electrode.

Below the gate is the gate oxide, and under it, the p-type silicon channel.
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The channel length, L, is a critical parameter; it sets the overall “footprint”

(size) of the transistor, and determines the ultimate speed of the transistor

(the shorter L is, the faster the ultimate speed of the transistor). The

width, W , determines the magnitude of the current that flows. For a given

technology, transistors are designed to be well-behaved for channel lengths

greater than or equal to some minimum channel length. Circuit designers

specify the lengths and widths of transistors to achieve the desired circuit

performance. For the past several decades, the minimum channel length

(and, therefore, the minimum size of a transistor) has steadily shrunk,

which has allowed more and more transistors to be placed on an integrated

circuit “chip” [2, 3].

Fig. 2.3 Comparison of the cross-sectional, side view (left) and top view (right) of an

n-channel, silicon MOSFET.

In the n-channel MOSFET shown in Fig. 2.3, conduction is by electrons

in the conduction band. As shown in Fig. 2.4, it is also possible to make the

complementary device in which conduction is by electrons in the valence

band (which can be visualized in terms of “holes” in the valence band). A

p-channel MOSFET is built on an n-type substrate. The source and drain

regions are heavily doped p-type; the transistor operates by controlling

conduction across the n-type channel that separates the source and drain.

Note that VDS < 0 for the p-channel device and that VGS < 0 to turn

the device on. Also note that the drain current flows out of the drain,

rather than into the drain as for the n-channel device. Modern electronics

is largely built with CMOS (or complementary MOS) technology for which

every n-channel device is paired with a p-channel device.
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Fig. 2.4 Comparison of an n-channel MOSFET (left) and a p-channel MOSFET (right).

Note that VDS , VGS > 0 for the n-channel device and VDS , VGS < 0 for the p-channel
device. The drain current flows in the drain of an n-channel MOSFET and out the drain

of a p-channel MOSFET.

For circuit applications, transistors are usually configured to accept an

input voltage and to operate at a certain output voltage. The input voltage

is measured across the two input terminals and the output voltage across

the two output terminals. The input current is the current that flows into

one of the two input terminals and out of the other, and the output current

is the current that flows into one of the two output terminals and out of the

other. (By convention, the “circuit convention,” the current is considered

to be positive if it flows into a terminal, so the drain current of an n-channel

MOSFET is positive, and the drain current of a p-channel MOSFET is neg-

ative.) Since we only have three terminals (the body contact is special - it

tunes the operating characteristics of the MOSFET), one of terminals must

be connected in common to both the input and the output. Possibilities

are common source, common drain, and common gate configurations.

Figure 2.5 shows an n-channel MOSFET connected in the common

source configuration. In this case, the DC output current is the drain

to source current, IDS , and the DC output voltage is the drain to source

voltage, VDS . The DC input voltage is the gate to source voltage, VGS . For

MOSFETs, the DC gate current is typically very small and can usually be

neglected.

Our goal in this lecture is to understand the general features of transis-

tor IV characteristics and to introduce some of the terminology used. Two

types of IV characteristics are of interest; the first are the output charac-
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Fig. 2.5 An n-channel MOSFET configured in the common source mode. The input

voltage is VGS , and the output voltage, VDS . The output current is IDS , and the gate

current is typically negligibly small, so the DC input current is assumed to be zero.

teristics, a plot of the output current, IDS , vs. the output voltage, VDS , for

a constant input voltage, VGS . The second IV characteristic of interest is

the transfer characteristic, a plot of the output current, IDS , as a function

of the input voltage, VGS for a fixed output voltage, VDS . In the remainder

of this lecture, we treat the transistor as a black box, as in Fig. 2.1, and

simply describe the IV characteristics and define some terminology. Subse-

quent lectures will relate these IV characteristics to the underlying physics

of the device.

2.3 IV characteristics

Figure 2.6 shows the IV characteristics of a simple device, a resistor. For

an ideal resistor, the current is proportional to the voltage according to

I = V/R, where R is the resistance in Ohms. Figure 2.7 shows the IV

characteristics of a current source. For an ideal current source, the current

is independent of voltage, but real current sources show some dependence of

the current on the voltage across the terminals. Accordingly, a real current

source can be represented as an ideal current source in parallel with an ideal

resistor, as shown in Fig. 2.7. The output characteristics of a MOSFET

look like a resistor for small VDS and like a current source for large VDS .
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Fig. 2.6 The IV characteristics of an ideal resistor.

Fig. 2.7 The IV characteristics of a current source. The dashed line is an ideal current
source, for which the current is independent of the voltage across the terminals. Real

current sources show some dependence of the current on the voltage, which can be

represented by a ideal current source in parallel with a resistor, R0, as shown on the left.

The output characteristics of an n-channel MOSFET are shown in Fig.

2.8 (same as Fig. 1.2). Each line in the family of characteristics corresponds

to a different input voltage, VGS . For VDS less than some critical value

(called VDSAT ), the current is proportional to the voltage. In this small

VDS (linear or ohmic) region, a MOSFET operates like a resistor with the

resistance being determined by the input voltage, VGS .

For VDS > VDSAT , (the saturation or beyond pinch-off region), the
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MOSFET operates as a current source with the value of the current being

determined by VGS . The current increases a little with increasing VDS ,

which shows that the current source has a finite output resistance, rd. A

third region of operation is the subthreshold region, which occurs for VGS
less than a critical voltage, VT , the threshold voltage. For VGS < VT , the

drain current is very small and not visible when plotted on a linear scale

as in Fig. 2.8.

Fig. 2.8 The common source output IV characteristics of an n-channel MOSFET. The

vertical axis is the current that flows between the drain and source, IDS , and the hor-
izontal axis is the voltage between the drain and source, VDS . Each line corresponds

to a different gate voltage, VGS . The two regions of operation, linear (or ohmic) and

saturation (or beyond pinch-off) are also labeled. (This figure is the same as Fig. 1.2.)

Figure 2.9 compares the output and transfer characteristics for an n-

channel MOSFET. The output characteristics are shown on the left. Con-

sider fixing VDS to a small value and sweeping VGS . This gives the line

labeled VDS1 in the transfer characteristics on the right. If we fix VDS to a

large value and sweep VGS , then we get the line labeled VDS2 in the transfer

characteristic. The transfer characteristics also show that for VGS < VT ,

the current is very small. A plot of log10(IDS) vs. VGS is used to resolve

the current in this subthreshold region (see Fig. 2.12).
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Fig. 2.9 A comparison of the common source output characteristics of an n-channel

MOSFET (left) with the common source transfer characteristics of the same device

(right). The line labeled VDS1 in the transfer characteristics is the low VDS line indi-
cated on the output characteristic on the left, and the line labeled VDS2 in the transfer

characteristic corresponds to the high VDS line indicated on the output characteristic.

2.4 MOSFET device metrics

The performance of a MOSFET can be summarized by a few device metrics

as listed below.

on-current, ION , in µA/µm
linear region on resistance RON , in Ω− µm
output resistance, rd, in Ω− µm
transconductance, gm, in µS/µm.
off-current, IOFF , in µA/µm
subthreshold swing, S, in mV/decade
drain-induced barrier lowering, DIBL, in mV/V
threshold voltage, VT (lin) and VT (sat) in V
drain saturation voltage, VDSAT , in V

The units listed above are those that are commonly used, which are not

necessarily MKS units. For example, the transconductance is not typically

quoted in Siemens per meter (S/m), but in micro-Siemens per micrometer,

µS/µm or milli-Siemens per millimeter, mS/mm.

As shown in Fig. 2.10, several of the device metrics can be determined

from the common source output characteristics. The on-current is the

maximum drain current, which occurs at IDS(VGS = VDS = VDD), where

VDD is the power supply voltage. Note that the drain to source current,
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IDS , is typically measured in µA/µm, because the drain current scales

linearly with width, W . The linear region on-resistance is the minimum

channel resistance, which is one over dIDS/dVDS in the linear region for

VGS = VDD. The units are Ω − µm. The output resistance is one over

dIDS/dVDS in the saturation region; typically quoted at VGS = VDD. The

units are Ω − µm. The transconductance is dIDS/dVGS at a fixed drain

voltage. It is typically quoted at VDS = VDD and is measured in µS/µm.

To get the actual drain current and transconductance, we multiply by the

width of the transistor in micrometers. To get the actual on-resistance and

output resistance, we divide by the width of the transistor in micrometers.

Fig. 2.10 The common source output characteristics of an n-channel MOSFET with
four device metrics indicated.

As shown in Fig. 2.11, additional device metrics can be determined

from the common source transfer characteristics with the current plotted

on a linear scale. The two different IV characteristics are for low VDS
(linear region of operation) and for high VDS (saturation region). The on-

current noted in Fig. 2.10 is also shown in Fig. 2.11. If we find the point of

maximum slope on the IV characteristics, plot a line tangent to the curve at

that point, and read off the x-axis intercept, we find the threshold voltage.

Note that there are two threshold voltages, one obtained from the linear

region plot, VT (lin) and another from the saturation region plot, VT (sat)

and that VT (sat) < VT (lin). Note that the off to on transition is gradual

and VT is approximately the point at which this transition is complete.
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Finally, the off-current, IDS(VGS = 0, VDS = VDD, is also indicated in Fig.

2.11, but it is too small to read from this plot.

Fig. 2.11 The common source transfer characteristics of an n-channel MOSFET with

three device metrics indicated, VT (lin) and VT (sat), and the on-current. The drain
current, IDS , is plotted on a linear scale in this plot.

To resolve the subthreshold characteristics, we should plot the drain

current on a logarithmic scale, as shown in Fig. 2.12. Both the off-current,

IOFF = IDS(VGS = 0, VDS = VDD), and the on-current, ION = IDS(VGS =

VDS = VDD), are identified in this figure. The subthreshold current in a

well-behaved MOSFET increases exponentially with VGS . The subthreshold

swing, SS, is given by

SS =

[
d(log10 IDS)

dVGS

]−1

(2.1)

and is typically quoted in millivolts per decade. In words, the subthreshold

swing is the change in gate voltage (typically quoted in millivolts) needed

to change the drain current by a factor of 10. The smaller the SS, the

lower is the gate voltage needed to switch the transistor from off to on.

As we’ll discuss in Sec. 2, the physics of subthreshold conduction dictate

that SS ≥ 60 mV/decade. In a well-behaved MOSFET, the subthreshold
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swing is the same for the low and high VDS transfer characteristics. An

increase of SS with increasing VDS is often observed and is attributed to

the influence of two-dimensional electrostatics (which will also be discussed

in Sec. 2).

Finally, we note that the subthreshold IV characteristics are shifted

to the left for increasing drain voltages. This shift is attributed to an

effect known as drain-induced barrier lowering (DIBL) and is defined as

the horizontal shift in the low and high VDS subthreshold characteristics

divided by the difference in drain voltages (typically VDD − 0.05 V). DIBL

is closely related to the two threshold voltages shown in Fig. 2.11. An ideal

MOSFET has zero DIBL and a threshold voltage that does not change with

drain voltage, i.e., VT (lin) = VT (sat).

Fig. 2.12 The common source transfer characteristics of an n-channel MOSFET with
two additional device metrics indicated, SS and DIBL. The drain current, IDS , is
plotted on a logarithmic scale in this plot.

As mentioned earlier, it is important to note that threshold voltage is

not a precisely defined quantity. It is approximately the gate voltage at

which significant drain current begins to flow, and there are different ways

to specify this voltage. For example, it may be determined from the x-

intercept of a plot of IDS vs. VGS as indicated in Fig. 2.11. Alternatively,

one could specify a small drain current (e.g. perhaps 10−7A/µm as in the

horizontal dashed line in Fig. 2.12) and simply define VT as the gate voltage

needed to achieve this current. When a threshold voltage is quoted, one
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should, therefore, be sure to understand exactly how VT was defined.

Finally, a word about notation. In Figs. 2.2 and 2.4, we define the

current flowing into the drain of an n-MOSFET as ID. Ideally, the same

current flows out of the channel and ID = −IS = IDS . In practice, there

may be some leakage currents (i.e. some of the drain current may flow to

the substrate), so that ID > IS . We’ll not be concerned with these leakage

currents in these notes and will assume that ID = IS = IDS , where IDS is

the current that flows from the drain to the source.

2.5 Summary

In this lecture we described the shape of the IV characteristics of a MOS-

FET and defined several metrics that are commonly used to characterize

the performance of MOSFETs. We briefly discussed the physical structure

of a MOSFET, but did not discuss what goes on inside the black box to

produce the IV characteristics we described. Subsequent lectures will fo-

cus on the physics that leads to these IV characteristics and on developing

simple expressions for several of the key device metrics.

2.6 References

There are many type of transistors, for an incomplete list, see:

[1] Kwok K. Ng “A survey of semiconductor devices,” IEEE Trans, Elec-

tron Devices, 43, pp. 1760-1766, 1996.

For an introduction to Moore’s Law and its implications for electronics,

see:

[2] “Moore’s law,” http://en.wikipedia.org/wiki/Moore’s_law, July

19, 2013.

[3] M. Lundstrom,“Moore’s Law Forever?” an Applied Physics Perspective,

Science, 299, pp. 210-211, January 10, 2003.
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The MOSFET: A barrier-controlled
device
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3.7 Discussion

3.8 Summary

3.9 References

3.1 Introduction

Most transistors operate by controlling the height of an energy barrier with

an applied voltage. This includes so-called field-effect transistors (FET’s),

such as MOSFETs, JFETs (junction FET’s), HEMTs (high electron mo-

bility transistors, which are also FET’s) as well as BJT’s (bipolar junction

transistors) and HBT’s (heterojunction bipolar transistors) [1, 2]. The op-

erating principles of these transistors are most easily understood in terms

of energy band diagrams, which provide a qualitative way to understand

MOS electrostatics. The energy band view of a MOSFET is the subject of

this lecture.

47
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3.2 Equilibrium energy band diagram

As sketched in Fig. 3.1, the MOSFET is inherently a two-dimensional (or

even three-dimensional) device. For a complete understanding of the device,

we must understand multi-dimensional energy band diagrams, but most of

the essential principles can be conveyed with 1D energy band diagrams.

Accordingly, we aim to understand the energy vs. position plot along the

surface of the MOSFET as indicated in Fig 3.1.

Fig. 3.1 Sketch of a MOSFET cross-section showing the line along the Si surface for

which we will sketch the energy vs. position, Ec (x, z = 0), from the source, across the
channel, to the drain. The y-axis is out of the page, in the direction of the width of the

transistor, W .

The source and drain regions of the n-channel MOSFET are heavily

doped n-type, and the channel is p-type. In a uniformly doped bulk semi-

conductor, the bands are independent of position with the Fermi level near

Ec for n-type semiconductors and near Ev for p-type. The upper part of

Fig. 3.2 shows separate n-type, p-type, and n-type regions. We concep-

tually put these three regions together to draw the energy band diagram.

In equilibrium, we begin with the principle that the Fermi level (electro-

chemical potential) is constant. Far to the left, deep in the source, Ec must

be near EF , and far to the right, deep in the drain, the same thing must

occur. In the channel, Ev must be near EF . In order to line up the Fermi

levels in the three regions, the source and drain energy bands must drop

in energy until EF is constant (or, equivalently, the channel must rise in

energy). The alignment of the Fermi levels occurs because electrons flow
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from higher Fermi level to lower Fermi level (from the source and drain

regions to the channel), which sets up a charge imbalance and produces an

electrostatic potential difference between the two regions. The source and

drain regions acquire a positive potential (the so-called built-in potential),

which lowers the bands according to

Ec(x) = Eco − qψ(x)

Ev(x) = Evo − qψ(x)
, (3.1)

where the subscript “o” indicates the value in the absence of an electrostatic

potential, ψ.

Fig. 3.2 Sketch of the equilibrium energy band diagram along the top surface of a

MOSFET. Top: separate n-type, p-type, and n-type regions representing the source,

channel, and drain regions. Bottom: The resulting equilibrium energy band diagram
when all three regions are connected and VS = VG = VD = 0.

Because the device of Fig. 3.2 is in equilibrium, no current flows. Note

that there is a potential energy barrier that separates electrons in the source

from electrons in the drain. This barrier will play an important role in our

understanding of how transistors work. The next step is to understand how

the energy bands change when voltages are applied to the gate and drain

terminals.
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3.3 Application of a gate voltage

Figure 3.3 shows what happens when a positive voltage is applied to the

gate. In this figure, we show only the conduction band, because we are

discussing an n-channel MOSFET for which the current is carried by elec-

trons in the conduction band. Also shown in Fig. 3.3 are the metal source

and drain contacts. (We assume ideal contacts, for which the Fermi levels

in the metal align with Fermi level in the semiconductor in equilibrium.)

Since VS = VD = 0, the Fermi levels in the source, device, and drain all

align; the device is in equilibrium, and no current flows.

Fig. 3.3 Sketch of the equilibrium electron potential energy vs. position for an n-
channel MOSFET for low gate voltage (dashed line) and for high gate voltage (solid

line). The voltages on the source, drain, and gate electrodes are zero. The Fermi levels
in the source and source contact, in the channel, and in the drain and drain contact
are all equal, EFS = EF = EFD because the device is in equilibrium with no voltage

applied to the source and drain contacts. The application of a gate voltage does not

disturb equilibrium because the gate electrode is insulated from the silicon by the gate
oxide insulator.

Also shown in Fig. 3.3 is what happens when a positive gate voltage

is applied. The gate electrode is separated from the silicon channel by an

insulating layer of SiO2, but the positive potential applied to the gate influ-

ences the potential in the semiconductor. A positive gate voltage increases

the electrostatic potential in the channel, which lowers the conduction band

according to eqn. (3.1).
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It is important to note that the application of a gate voltage does not

affect the Fermi level in the underlying silicon. A positive gate voltage

lowers the Fermi level in the gate electrode, but the gate electrode is isolated

from the underlying silicon by the gate oxide. The Fermi level in the device

can only change if the source or drain voltages change, because the source

and drain Fermi levels are connected to the Fermi level in the device.

We conclude that the application of a gate voltage simply raises or lowers

the potential energy barrier between the source and drain. The device

remains in equilibrium, and no current flows. The fact that the device is in

equilibrium even with a gate voltage applied simplifies the analysis of MOS

electrostatics, which we will discuss in the next few lectures.

3.4 Application of a drain voltage

Figure 3.4 shows what happens when a large drain voltage is applied. The

source is grounded, so the quasi-Fermi level (electrochemical potential) in

the source does not change from equilibrium, but the positive drain voltage

lowers the quasi-Fermi level in the drain. Lowering the Fermi level lowers

Ec too, because EF − Ec determines the electron density. Electrostatics

will attempt to keep the drain neutral, so n ≈ n0 ≈ ND, where ND is the

doping density in the drain. The resulting energy band diagrams under low

and high gate voltages are shown in Fig. 3.4. Note that we have only shown

the quasi-Fermi levels in the source and drain, but Fn(x) varies smoothly

across the device. In general, numerical simulations are needed to resolve

Fn(x), but it is clear that there will be a slope to Fn(x), so current will flow.

The device is no longer in equilibrium when the electrochemical potential

varies with position.

Consider first the case of a large drain voltage and small gate voltage

as shown in the dashed line of Fig. 3.4. In a well-designed transistor, the

height of energy barrier between the source and the channel is controlled

only (or mostly) by the voltage applied to the gate. If the gate voltage is

low, the energy barrier is high, and very few electrons have enough energy

to surmount the barrier and flow to the drain. The transistor is in the

off-state corresponding to the IDS ≈ 0 part of the IV characteristic of

Fig. 2.10. Current flows, but only the small leakage off-current, IOFF (Fig.

2.12).

When a large gate voltage is applied in addition to the large drain

voltage (shown as the solid line in Fig. 3.4), the gate voltage increases the
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Fig. 3.4 Sketch of Ec(x) vs. x along the channel of an n-channel MOSFET. Dashed

line: Large drain voltage and small gate voltage. Solid line: Large drain voltage and

large gate voltage.

electrostatic potential in the channel and lowers the height of the barrier.

If the barrier is low enough, a significant fraction of the electrons in the

source can hop over the energy barrier and flow to the drain. The transistor

is in the on-state with the maximum current being the on-current, ION , at

VGS = VDS = VDD of Fig. 2.10.

3.5 Transistor operation

Figure 3.4 illustrates the basic operating principle of most transistors –

controlling current by modulating the height of an energy barrier with an

applied voltage. We have described the physics of the off-state and on-

state of the IV characteristic of Fig. 2.10, but the entire characteristic

can be understood with energy band diagrams. Figure 3.5 shows numerical

simulations of the conduction band vs. gate voltage in the linear region of

operation. Note that under high gate voltage, Ec(x) varies linearly with

position in the channel, which corresponds to a constant electric field, as

expected in the linear region of operation where the device acts as a gate

voltage controlled resistor.

Figure 3.6 shows simulations of the conduction band vs. gate voltage in

the saturated region of operation. As the gate voltage pushes the potential
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Fig. 3.5 Simulations of Ec(x) vs. x for a short channel transistor. A small drain voltage

is applied, so the device operates in the linear region. Each line corresponds to a different
gate voltage, with the gate voltage increasing from the top down. (Mark Lundstrom and

Zhibin Ren, “Essential Physics of Carrier Transport in Nanoscale MOSFETs,” IEEE
Trans. Electron Dev., 49, pp. 133-14, 2002.)

energy barrier down, electrons in the source hop over the barrier and then

flow down hill to the drain. This figure also illustrates why the drain current

saturates with increasing drain voltage. It is the barrier between the source

and channel that limits the current. Electrons that make it over the barrier

flow down hill and out the drain. Increasing the drain voltage (assuming

that it does not lower the source to channel barrier) should not increase the

current. Note also that even under very high gate voltage, a small barrier

remains. Without this barrier and its modulation by the gate voltage, we

would not have a transistor.

3.6 IV characteristic

The mathematical form of the IV characteristic of a transistor can also be

understood with the help of energy band diagrams and a simple, thermionic

emission model. Consider first the common source characteristic of Fig.

2.10. The net drain current is the current from the left to right (from the

source, over the barrier, and out the drain) minus the current form the
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Fig. 3.6 Simulations of Ec(x) vs. x for a short channel transistor. A large drain voltage
is applied, so the device operates in the saturation region. Each line corresponds to a

different gate voltage, with the gate voltage increasing from the top down. (The pinch-

off region will be discussed in Sec. 4.6.) (Mark Lundstrom and Zhibin Ren, “Essential
Physics of Carrier Transport in Nanoscale MOSFETs,” IEEE Trans. Electron Dev., 49,

pp. 133-14, 2002.)

right to left (from the drain, over the barrier, and out the source):

IDS = ILR − IRL . (3.2)

The probability that an electron can surmount the energy barrier and flow

from the source to the drain is exp(−ESB/kBT ), where ESB is the barrier

height from the source to the top of the barrier, so the current from the

left to the right is

ILR ∝ e−ESB/kBT . (3.3)

The probability that an electron can surmount the barrier and flow from the

drain to the source is exp(−EDB/kBT ), where EDB is the barrier height

from the drain to the top of the barrier. The current from the right to left

is, therefore,

IRL ∝ e−EDB/kBT . (3.4)
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Because the drain voltage pulls the conduction band in the drain down,

EDB > ESB . When there is no DIBL, EDB = ESB + qVDS , so IRL/ILR =

exp(−qVDS/kBT ), and we can write the net drain current as

IDS = ILR − IRL = ILR

(
1− e−qVDS/kBT

)
. (3.5)

At the top of the barrier, there are two streams of electrons, one moving

to the right and one to the left. They have the same kinetic energy, so

their velocities, υT , are the same. Current is charge times velocity. For

a MOSFET, the charge flows in a two-dimensional channel, so it is the

charge per area in C/cm2 that is important. The left to right current is

ILR = WQ+
n (x = 0)υT , where Q+

n (x = 0) is the charge in C/cm2 at the

top of the barrier due to electrons with positive velocities, and W is the

width of the MOSFET. Similarly, IRL = WQ−n (x = 0)υT . We find the

total charge by adding the charge in the two streams,

Qn(x = 0) =
ILR + IRL
WυT

=
ILR
WυT

(1 + IRL/ILR)

=
ILR
WυT

(
1 + e−qVDS/kBT

) . (3.6)

Finally, if we solve eqn. (3.6) for ILR and insert the result in eqn. (3.5),

we find the IV characteristic of a ballistic MOSFET as

IDS = W |Qn(x = 0)|υT
(
1− e−qVDS/kBT

)(
1 + e−qVDS/kBT

) . (3.7)

In Lecture 13, we will derive eqn. (3.7) more formally, learn some of its

limitations, and define the velocity, υT . The general form of the ballistic

IV characteristic is, however, easy to understand in terms of thermionic

emission in a barrier controlled device.

Now let’s examine the general result, eqn. (3.7) under low and high

drain bias. For small drain bias, a Taylor series expansion of the exponen-

tials gives

IDS = W |Qn(x = 0)| υT
2kBT/q

VDS = GCHVDS = VDS/RCH , (3.8)

where GCH (RCH) is the channel conductance (resistance). Equation (3.8)

is a ballistic treatment of the the linear region of the IV characteristic in

Fig. 2.10.
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Consider next the high VDS , saturated region of the common source

characteristic of Fig. 2.10. In this case, IRL � ILR and the drain current

saturates at IDS = ILR. In the limit, VDS � kBT/q, eqn. (3.7) becomes

IDS = W |Qn(x = 0)|υT . (3.9)

The high VDS current is seen to be independent of VDS , but we will see

later that DIBL causes Qn(x = 0) to increase with drain voltage, so IDS
does not completely saturate.

Having explained the common source IV characteristic, we now turn to

the transfer characteristic of Fig. 2.12. The transfer characteristic is a plot

of IDS vs. VGS for a fixed VDS . Let’s assume that we fix the drain voltage

at a high value, so the current is given by eqn. (3.9) and the question is:

“How does Qn(x = 0) vary with gate voltage?”

For high drain voltage, IRL = 0, so eqn. (3.6) gives

|Qn(x = 0)| = ILR
WυT

. (3.10)

The current, ILR is due to thermionic emission over the source to chan-

nel barrier. Application of a gate voltage lowers this barrier, so we can

write:

ILR ∝ e−ESB/kBT = e−(E0
SB−qVGS/m)/kBT , (3.11)

where E0
SB is the barrier height from the source to the top of the barrier

at VGS = 0, and 1/m is the fraction of the gate voltage that gets to the

semiconductor surface (some of the gate voltage is dropped across the gate

oxide). From eqns. (3.11) and (3.10), we find

Qn(VGS) = Qn(VGS = 0) eqVGS/mkBT . (3.12)

From eqns. (3.12) and (3.9), we see that the current increases exponentially

with gate voltage,

IDS = W |Qn(VGS = 0)|υT eqVGS/mkBT . (3.13)

In fact, it is easy to show that to increase the current by a factor of ten

(a decade), the gate voltage must increase by 2.3mkBT/q ≥ 0.060 V at

room temperature. This 60 mV per decade is characteristic of thermionic

emission over a barrier.

According to eqn. (3.13), the drain current is independent of drain

voltage; in practice, there is a small increase in drain current with increasing

drain voltage because the drain voltage “helps” the gate pull down the

source to channel barrier. This is the physical explanation for DIBL – it
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is due to the two-dimensional electrostatics that we will discuss in Lecture

10.

Equation (3.13) describes the exponential increase of IDS with VG ob-

served in Fig. 2.12 below threshold, but above threshold, the drain current

of a MOSFET does not increase exponentially with gate voltage; it increases

approximately linearly with gate voltage. Above threshold, eqn. (3.3) still

applies, it is just that the decrease in the height of the potential barrier

is no longer proportional to VGS above threshold; there is a lot of charge

in the semiconductor, which screens the charge on the gate, and makes it

difficult for the gate voltage to push the barrier down. The parameter, m,

becomes very large. The same considerations apply to the charge as well.

Below threshold, eqn. (3.12) shows that the charge varies exponentially

with gate voltage, but above threshold, we will find that it varies linearly

with gate voltage.

When we discuss MOS electrostatics in Lectures 8 and 9, we will show

that above threshold, the charge increases linearly with gate voltage as in

eqn. (3.14) below.

Qn(VGS , VDS) = −Cox (VGS − VT )

VT = VT0 − δVDS
, (3.14)

where Qn is the mobile electron charge, Cox = κoxε0/tox, where tox is the

oxide thickness, is the gate capacitance per unit area. Also in eqn. (3.14),

VT is the threshold voltage, and δ is the drain-induced barrier lowering

(DIBL) parameter. (We’ll see later that the appropriate capacitance to use

is a little less than Cox.)

This discussion shows that the IV characteristics of a ballistic MOSFET

can be easily understood in terms of thermionic emission over a gate con-

trolled barrier. When we return to this problem in Lecture 13, we will learn

a more formal and more comprehensive way to treat ballistic MOSFETs,

but the underlying physical principles will be the same.

3.7 Discussion

Transistor physics boils down to electrostatics and transport. The energy

band diagram is a qualitative illustration of transistor electrostatics. In

practice, most of transistor design is about engineering the device so that

the energy barrier is appropriately manipulated by the applied voltages.

The design challenges have increased as transistors have gotten smaller
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and smaller, and we understand transistor electrostatics better now, but

the basic principles are the same as they were in the 1960’s.

Figure 3.7 illustrates the key principles of a well-designed short channel

MOSFET. The top of the barrier is a critical point; it marks the beginning

of the channel and is also called the virtual source. In a well-designed

MOSFET, the height of the source to channel energy barrier is strongly

controlled by the gate voltage and only weakly dependent on the drain

voltage.

Fig. 3.7 Sketch of a well-designed short channel MOSFET under high gate and drain

bias. In a well-designed short channel MOSFET, the charge at the top of the barrier

is very close to the value it would have in a long channel device, for which the lateral
electric field could be neglected. In a well-designed MOSFET, there is a low lateral

electric field near the beginning of the channel and under high VDS , the drain voltage
has only a small influence on the region near the top of the barrier.

Under low VDS and high VGS , the potential drops approximately linearly

in the channel, so the electric field is approximately constant. Under high

drain and gate bias, the electric field is high and varies non-linearly with

position. Near the beginning of the channel (near the top of the barrier)

the electric field is low, but near the drain, the electric field is very large.

In the saturation region, increases in drain voltage increase the potential

drop in the high field part of the channel but leave the region near the top

of the barrier relatively unaffected (if DIBL is small). Since the region near

the top of the barrier controls the current, the drain current is relatively
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insensitive to the drain voltage in the saturation region.

Note from Fig. 3.7 that electrons that surmount the barrier and flow to

the drain gain lot of kinetic energy. Some energy will be lost by electron-

phonon scattering, but in a nanoscale transistor, there is not enough time

for electrons to shed their kinetic energy as they flow to the drain. Ac-

cordingly, the velocity is very high in the part of the channel where the

lateral potential drop (electric field) is high. Because current is the prod-

uct of charge times velocity, the electron charge density will be very low

in the region where the velocity is high. The part of the channel where

the lateral potential drop is large and the electron density low is known in

classical MOS theory as the pinch-off region. In a short channel device,

the pinch-off region can be a substantial part of the channel, but for an

electrostatically well-designed MOSFET, there must always be a small re-

gion near the source where the potential is largely under the control of the

gate, and the lateral potential drop is small.

Figure 3.8 is a sketch of a long channel transistor under high gate and

drain bias. Compared to the short channel transistor sketched in Fig. 3.7,

we see that the low-field region under the control of the gate is a very large

part of the channel, but there is still a short, pinch-off region near the drain.

The occurrence of the pinch-off region under high drain bias is what causes

the current to saturate. In the saturation or beyond pinch-off region, the

current is mostly determined by transport across the low-field part of the

channel, which is near the source, but most of the potential drop across the

channel occurs in the high-field portion of the channel, which is near the

drain. Once electrons enter the pinch-off region, they are quickly swept out

to the drain.

In a well-designed MOSFET, the region near the top of the barrier is

under the strong control of the gate voltage and only weakly affected by the

drain voltage. The goal in transistor design is to achieve this performance

as channel length scaling brings the drain closer and closer to the source.

Once electrons hop over the source to channel barrier, they can flow to the

drain. The electrostatic design of MOSFETs has gotten more challenging

as device dimensions have been scaled down over the past five decades,

but the principles have not changed. The nature of electron transport in

transistors has, however, changed considerably as transistors have become

smaller and smaller. A proper treatment of transport in nanoscale transis-

tors is essential to understanding and designing these devices and will be

our focus beginning in Lecture 14.

We have discussed 1D energy bands for a MOSFET by sketching Ec (x)
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Fig. 3.8 Sketch of a long channel MOSFET under high gate and drain bias. In this

case, the low lateral electric occupies a substantial part of the channel and the pinch-off

region is short. Additional increases in VDS , lengthen the pinch-off region a bit, but in
a long channel transistor, it occupies a small portion of the channel.

for z = 0, the surface of the silicon. Figure 3.9 shows these energy band

diagrams in two dimensions. Figure 3.9a is a sketch of the device. Figure

3.9b shows a device in equilibrium with VS = VD = 0 and the gate voltage

adjusted so that the bands are flat in the direction normal to the channel.

Figure 3.9c shows the device with a large gate voltage applied, but with

VS and VD still at zero volts. Note that Ec along the surface of the device

is just like the solid line in Fig. 3.3. Figure 3.9d shows the energy band

diagram with large gate and drain voltages applied. In this case, Ec along

the surface is just like the solid line in Fig. 3.4.

Finally, we note that the energy band diagrams that we have sketched

are similar to the energy band diagrams for a bipolar transistor [1, 2]. In

fact, the two devices both operate by controlling current by manipulating

the height of an energy barrier [3]. The source of the MOSFET is analogous

to the emitter of the BJT, the channel to the base of the BJT, and the

drain to the collector of a BJT. This close similarity will prove useful in

understanding the operation of short channel MOSFETs.
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Fig. 3.9 Two dimensional energy band diagram for an n-channel MOSFET. (a) the
device structure, (b) the equilibrium energy band diagram, (c) an equilibrium energy

band diagram with a large gate voltage applied, and (d) the energy band diagram with

large gate and drain voltages applied. (From Fig. 1 in H.C Pao and C.T. Sah, “Effects
of Diffusion Current on the Characteristis of Metal-Oxide (Insulator)-Semiconductor

Transistors,” Solid-State Electron. 9, pp. 927-937, 1966.)

3.8 Summary

The MOSFET operates by controlling current through the manipulation

of an energy barrier with a gate voltage. Understanding this gives a clear,

physical understanding of how long and short channel MOSFETs operate.

The control of current by a energy barrier is what gives a transistor its

characteristic shape.

We can write the drain current as

IDS = W |Qn (VGS , VDS)| 〈υ〉 . (3.15)

This equation simply says that the drain current is proportional to the

amount of charge in the channel and how fast that charge is moving. (The

sign of Qn is negative and because the current is defined to be positive

when it flows into the drain, the absolute value is taken.) The charge, Qn,

flows into the channel to balance the charge on the gate electrode. While

the shape of the IV characteristic is determined by MOS electrostatics, the

magnitude of the current depends on how fast that charge flows.
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Lecture 4

MOSFET IV: Traditional Approach

4.1 Introduction

4.2 Current, charge, and velocity

4.3 Linear region

4.4 Saturated region: Velocity saturation

4.5 Saturated region: Classical pinch-off

4.6 Discussion

4.7 Summary

4.8 References

4.1 Introduction

The traditional approach to MOSFET theory was developed in the 1960’s

[1 - 4] and although they have evolved considerably, the basic features of

the models used today are very similar to those first developed more than

50 years ago. My goal in this lecture is to briefly review the traditional

theory of the MOSFET as it is presented in most textbooks (e.g. [5, 6]).

Only the essential ideas of the traditional approach will be discussed. For

example, we shall be content to compute the linear region current, and the

saturated region current and not the entire IV characteristic. Only the

above threshold IV characteristics will be discussed, not the subthreshold

characteristics. Those interested in a full exposition of traditional MOSFET

theory should consult standard texts such as [7, 8]. Later in these lectures,

we will develop a much different approach to MOSFET theory – one better

suited to the physics of nanoscale transistors, but we will also show, that it

can be directly related to the traditional approach reviewed in this lecture.

63
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4.2 Current, charge, and velocity

Figure 4.1 is a “cartoon” sketch of a MOSFET for which the drain to source

current can be written as in eqn. (1.1),

IDS = W |Qn (x)| 〈υ (x)〉 , (4.1)

where W is the width of the transistor in the y-direction, Qn is the mobile

sheet charge in the x − y plane (C/m2), and 〈υ〉 is the average velocity

at which the charge flows. We assume that the device is uniform in the

z-direction (out of the page) and that current flows in the x-direction from

the source to the drain. The quantity, Qn, is called the inversion layer

charge because it is an electron charge in a p-type material. The electron

charge and velocity vary with position along the channel, but the current is

constant if there is no electron recombination or generation. Accordingly,

we can evaluate the current at the location along the channel where it is

the most convenient to do so.

Fig. 4.1 Sketch of a simple, n-channel, enhancement mode MOSFET. The z-direction

is normal to the channel, and the y-axis is out of the page. The beginning of the channel
is located at x = 0. An inversion charge is present in the channel because VGS > VT ; it
is uniform between x = 0 and x = L as shown here, if VS = VD = 0.

Consider the MOSFET of Fig. 4.1 with VS = VD = 0, but with VG > 0.

The MOSFET is in equilibrium and no current flows. In this case, the
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inversion layer charge is independent of x. As we will discuss in Sec. 2,

there is very little charge when the gate voltage is less than a critical value,

the threshold voltage, VT . For VGS > VT , the charge is negative and

proportional to VGS − VT ,

Qn(VGS) = −Cox (VGS − VT ) , (4.2)

where Cox is the gate oxide capacitance per unit area,

Cox =
κoxε0
tox

F/m2 , (4.3)

with the numerator being the dielectric constant of the oxide and the de-

nominator the thickness of the oxide. (As we’ll discuss in Lecture 8, the

gate capacitance is actually somewhat less than Cox when the oxide is thin.)

For VGS ≤ VT , the charge is assumed to be negligibly small.

When VD > VS , the inversion layer charge density varies with position

along the channel, and so does the average velocity of electrons. As we

shall see when we discuss MOS electrostatics, in a well-designed transistor,

Qn at the beginning of the channel is given by eqn. (4.2). Accordingly, we

will evaluate IDS at x = 0, where we know the charge, and we only need

to deduce the average velocity, 〈υ (x = 0)〉.

4.3 Linear region

In the small VDS , or linear region of the output characteristics (Fig. 2.8), a

MOSFET acts as a voltage controlled resistor. Above threshold, the electric

field in the channel is constant, and we can write the average velocity as

〈υ〉 = −µnE = −µnVDS/L . (4.4)

Using Eqns. (4.2) and (4.4) in (4.1), we find

IDS =
W

L
µnCox (VGS − VT )VDS , (4.5)

which is the classic expression for the small VDS drain current of a MOS-

FET. Note that we have labeled the mobility as µn, but in traditional

MOS theory, this mobility is called the effective mobility, µeff . The effec-

tive mobility is the depth-averaged mobility in the inversion layer. It is

smaller than the electron mobility in the bulk, because surface roughness

scattering at the oxide-silicon interface lowers the mobility.
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4.4 Saturated region: Velocity saturation

In the large VDS , or saturated region of the output characteristics (Fig.

2.8), a MOSFET acts as a voltage controlled current source. For a relatively

small drain to source voltage of about 1 V, the electric field in the channel

of a modern short channel (≈ 20 nm) MOSFET is very high – well above

the ≈ 10 kV/cm needed to saturate the velocity in bulk Si (recall Fig. 4.5).

If the electric field is large across the entire channel for VDS > VDSAT , then

the velocity is constant across the channel with a value of υsat, and we can

write the average velocity as

〈υ (x)〉 = υsat ≈ 107 cm/s . (4.6)

Using eqns. (4.2) and (4.6) in (4.1), we find

IDS = WCoxυsat (VGS − VT ) , (4.7)

which is the classic expression for the velocity saturated drain current of a

MOSFET. Note that in practice, the current does not completely saturate,

but increases slowly with drain voltage. In a well-designed Si MOSFET, the

output conductance is primarily due to DIBL as described by eqn. (3.11).

Finally, we should note that it is now understood that in a short channel

MOSFET, the maximum velocity in the channel does not saturate – even

when the electric field is very high. Nevertheless, the traditional approach

to MOSFET theory, still presented in most textbooks, assumes that the

electron velocity saturates when the electric field in the channel is large.

4.5 Saturated region: Classical pinch-off

Consider next a long channel MOSFET under high drain bias. In this case,

the electric field is moderate, and the velocity is not expected to saturate.

Nevertheless, we still find that the drain current saturates, so it must be

for a different reason. This was the situation in early MOSFET’s for which

the channel length was about 10 micrometers (10,000 nanometers), and the

explanation for drain current saturation was pinch-off near the drain.

Under high drain bias, the potential in the channel varies significantly

from VS at the source to VD at the drain end (See Ex. 4.2). Since it is the

difference between the gate voltage and the Si channel that matters, eqn.

(4.2) must be extended as

Qn(VGS , x) = −Cox
(
VGS − VT − V (x)

)
, (4.8)
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where V (x) is the potential along the channel. According to eqn. (4.8),

when VD = VGS − VT , at the drain end, we find Qn(VGS , L) = 0. We say

that the channel is pinched off at the drain. Of course, if Qn = 0, then

eqn. (4.1) states that IDS = 0, but a large drain current is observed to

flow. This occurs because in the pinched off region, carriers move very fast

in the high electric field, so Qn is finite, although very small. The current

saturates for drain voltages above VGS −VT because the additional voltage

is dropped across the small, pinched off part of the channel. The voltage

drop across the conductive part of the channel remains at about VGS −VT .

We are now ready to compute the saturated drain current due to pinch-off.

Figure 4.2 is an illustration of a long channel MOSFET under high gate

bias and for a drain bias greater than VGS −VT . Over most of the channel,

there is a strong inversion layer, and υ(x) = −µnE(x). When carriers enter

the pinched-off region, the large electric field quickly sweeps the carriers

across and to the drain. (The energy band view of pinch-off was presented

in Fig. 3.8.)

In the part of the channel where the inversion charge density is large,

we can write the average velocity as

〈υ(x)〉 = −µnE(x) . (4.9)

The voltage at the beginning of the channel is V (0) = VS = 0, and the

voltage at the end of the channel where it is pinched off off is VGS − VT .

The electric field at the beginning of the channel is (see Ex. 4.2)

E(0) =
VGS − VT

2L′
, (4.10)

where the factor of two comes from a proper treatment of the nonlinear

electric field in the channel and L′ is the length of the part of the channel

that is not pinched off. Using eqn. (4.10) in (4.9), we find

〈υ(0)〉 = −µnE(0) = −µn
VGS − VT

2L′
. (4.11)

Finally, using eqns. (4.2) and (4.11) in (4.1), we find

IDS =
W

2L′
µnCox (VGS − VT )

2
, (4.12)

the so-called square law IV characteristic of a long channel MOSFET. In

practice, the current does not completely saturate, but increases slowly with

drain voltage as the pinched-off region slowly moves towards the source,

which effectively decreases the length of the conductive part of the channel,

L′.
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Fig. 4.2 Sketch of a long channel MOSFET showing the pinched-off region. Note that

the thickness of the channel in this figure is used to illustrate the magnitude of the

charge density (more charge near the source end of the channel than near the drain
end). The channel is physically thin in the y-direction near the source end, where the

gate to channel potential is large and physically thicker near the drain end, where the
gate to channel potential is smaller The length of the part of the channel where Qn is

substantial is L′ < L.

Exercise 4.1: Linear to saturation square law IV character-

istic

Equations (4.5) and (4.12) describe the linear and saturation region cur-

rents as given by the traditional square law theory of the MOSFET. In

this exercise, we’ll compute the complete IV characteristic from the linear

region to the saturation region. We begin with eqn. (4.1) for the drain

current and use eqn. (4.4) for the velocity to write

IDS = W |Qn (x)| 〈υ (x)〉 = W |Qn (x)|µn
dV

dx
. (4.13)

Next, we use eqn. (4.8) for the charge to write,

IDS = WµnCox
(
VGS − VT − V (x)

)dV
dx

, (4.14)

then separate variables and integrate across the channel to find,

IDS

∫ L′

0

dx = WµnCox

∫ VD

VS

(VGS − VT − V ) dV , (4.15)
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where we have assumed that IDS is constant (no recombination-generation

in the channel) and that µn is constant as well. Integration gives us the IV

characteristic of the MOSFET,

IDS =
W

L′
µnCox

[
(VGS − VT )VDS − V 2

DS/2
]
. (4.16)

Equation (4.16) gives the drain current for VGS > VT and for VDS ≤
(VGS − VT ). The charge in eqn. (4.8) goes to zero at VDS = VGS − VT ,

which defines the beginning of the pinch-off region. The current beyond

pinch-off is found by evaluating eqn. (4.16) for VDS = VGS − VT and is

IDS =
W

2L′
µnCox (VGS − VT )

2
(4.17)

and only changes for increasing VDS because of channel length shortening

due to pinch-off (i.e. L′ < L).

Equations (4.16) and (4.17) give the square law IV characteristics of

the MOSFET – not just the linear and saturated regions, but the entire IV

characteristics.

Exercise 4.2: Electric field vs. position in the channel

In the development of the traditional model, we asserted that the electric

field in the channel was VDS/L under low drain bias and (VGS − VT )/2L′

under high drain bias in a long channel MOSFET. In this exercise, we will

compute the electric field in the channel and show that these assumptions

are correct.

Beginning with eqn. (4.14), we can use (4.16) for IDS to find

1

L′
[
(VGS − VT )VDS − V 2

DS/2
]

=
(
VG − VT − V (x)

)dV
dx

, (4.18)

then we separate variables and integrate from the source at x = 0, VS = 0

to an arbitrary location, x, in the channel where V = V (x). The result is[
(VGS − VT )VDS − V 2

DS/2
] x
L′

= (VGS − VT )V (x)− V 2(x)/2 , (4.19)

which is a quadratic equation for V (x) that can be solved to find

V (x) = (VGS − VT )

[
1−

√
1−

2(VGS − VT )VDS − V 2
DS/2

(VGS − VT )2

( x
L′

) ]
.

(4.20)
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Equation (4.20) can be differentiated to find the electric field. Let’s

examine the electric field for two cases. First, assume small VDS , the linear

region of operation, where eqn. (4.20) becomes

V (x) = (VGS − VT )

[
1−

√
1− 2VDS

(VGS − VT )

( x
L′

) ]
, (4.21)

and the square root can be expanded for small argument (
√

(1− x) ≈
1− x/2) to find

V (x) = VDS
x

L
(4.22)

(Note that L′ = L for small VDS .) Finally, differentiating eqn. (4.22), we

find that the electric field for small VDS is

−dV (x)

dx
= E = −VDS

L
, (4.23)

which is the expected result.

Next, let’s evaluate the electric field under pinched-off conditions,

VDS = VGS − VT . Equation (4.20) becomes

V (x) = (VGS − VT )
[
1−

√
1− x/L′

]
, (4.24)

and the electric field is

E(x) = −dV
dx

= − (VGS − VT )

2L′

[
1√

1− x/L′

]
. (4.25)

At x = 0, eqn. (4.25) gives the result, eqn. (4.10), which we simply asserted

earlier. At x = L′, where the channel is pinched-off, we find E(L′) → ∞.

This result should be expected because in our model, Qn = 0 at the pinch-

off point, so it takes an infinite electric field to carry a finite current.

4.6 Discussion

i) velocity saturation and drain current saturation

Equations (4.5), (4.7), and (4.12) describe the linear and saturation region

IV characteristics of MOSFETs according to traditional MOS theory. We

have presented two different treatments of the saturated region current; in

the first, drain current saturation was due to velocity saturation in a high

channel field, and in the second, it was due to the development of a pinched-

off region near the drain end of the channel. When the average electric field
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in the channel is much larger than the critical field for velocity saturation

(≈ 10 kV/cm) then we expect to use the velocity saturation model. We

should use the velocity saturation model when

VGS − VT
L

� Ecr ≈ 10 kV/cm . (4.26)

Putting in typical numbers of VGS = VDD = 1 V and VT = 0.2 V, we find

that the velocity saturation model should be used when L . 1µm. Indeed,

velocity saturation models first began to be widely-used in the 1980’s when

channel lengths reached one micrometer [9].

Figure 4.3 shows the common source output characteristics of an n-

channel Si MOSFET with a channel length of about 60 nm. It is clear

from the results that IDS ∝ (VGS − VT ) under high drain bias, so that

the velocity saturation model of eqn. (4.7) seems to describe this device.

Indeed, the observation of a saturation current that varies linearly with

gate voltage is taken as the “signature” of velocity saturation.

Fig. 4.3 Common source output characteristics of an n-channel. Si MOSFET with a

gate length of L ≈ 60 nm. The top curve is for VGS = 1.2 V and the step is 0.1 V. Note
that for large VDS , the drain current increases linearly with gate voltage. This behavior

is considered to be the signature of velocity saturation in the channel. The device is
described in C. Jeong, D. A. Antoniadis and M.S. Lundstrom, “On Backscattering and
Mobility in Nanoscale Silicon MOSFETs, IEEE Trans. Electron Dev., 56, pp. 2762-
2769, 2009.

For the MOSFET of Fig. 4.3, VT ≈ 0.4 V. For the maximum gate

voltage, the pinch-off model would give a drain saturation voltage of
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VDSAT = VGS − VT ≈ 0.8 V, which is clearly too high for this device

and tells us that the drain current is not saturating due to classical pinch-

off. References [7] and [8] discuss the calculation of VDSAT in the presence

of velocity saturation.

Although velocity saturation models seem to accurately describe short

channel MOSFETs, there is a mystery. Detailed computer simulations of

carrier transport in nanoscale MOSFETs show that the velocity does not

saturate in the high electric field portion of a short channel MOSFET.

There is simply not enough time for carriers to scatter enough to saturate

the velocity; they traverse the channel and exit the drain too quickly. Nev-

ertheless, the IV characteristic of Fig. 4.3 tell us that the velocity in the

channel saturates. Understanding this is a mystery that we will unravel as

we explore the nanoscale MOSFET.

ii) device metrics

Equations (4.5) and (4.7) describe the IV characteristic of modern short

channel MOSFETs and can be used to relate some of the device metrics

listed in Sec. 2.4 to the underlying physics. Using these equations, we find:

ION = WCoxυsat (VDD − VT ) VT = VT0 − δVDS

RON =

(
∂IDS
∂VDS

∣∣∣∣
VGS=VDD,VDS≈0

)−1

=

(
W

L
µnCox (VGS − VT )

)−1

gsatm =
∂IDS
∂VGS

∣∣∣∣
VGS=VDS=VDD

= WCoxυsat

rd =

(
∂IDS
∂VDS

∣∣∣∣
VGS=VDD,VDS>VDSAT

)−1

=
1

gsatm δ

|Av| = gsatm rd =
1

δ

.

(4.27)

The parameter, |Av| is the self-gain, an important figure of merit for analog

applications.

Finally, we should discuss energy band diagrams. While energy bands

did not appear explicitly in our discussion, they are present implicitly. The

beginning of the channel, x = 0, is the top of the energy barrier in Figs. 3.5

and 3.6 (or close to the top of the barrier [10]). As we’ll discuss later, in
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a well-designed MOSFET, the charge at the top of the barrier is given by

eqn. (4.2). This charge comes from electrons in the source that surmount

the energy barrier. The location at the beginning of the channel where eqn.

(4.2) applies is also known as the virtual source.

The energy band view is especially helpful in understanding pinch-off.

From Fig. 4.2, it can be confusing as to how carriers can leave the end of the

channel and flow across the pinched-off region. Energy bands make it clear.

As was shown in Fig. 3.6, the pinched-off region is the high electric field

region near the drain, where the slope of Ec(x) is the steepest. Electrons

that enter this region from the channel simply flow downhill and out the

drain. There is nothing to stop them when they enter the pinched-off region.

4.7 Summary

In this lecture, we reviewed traditional MOSFET IV theory. In practice,

there are several complications to consider, such as the role of the depleted

charge in eqn. (4.8), current for an arbitrary drain voltage, etc. [5-8], but

the essential features of the traditional approach are easy to grasp, and will

give us a point of comparison for the much different picture of the nanoscale

MOSFET that will be developed in subsequent lectures.

According to eqn. (4.1), the drain current is proportional to the product

of charge and velocity. The charge is controlled by MOS electrostatics (i.e.

by manipulating the energy barrier between the source and the channel).

The traditional approach to MOS electrostatics is still largely applicable,

with some modifications due to quantum confinement. The lectures in Part

2 will review the critically important electrostatics of the MOSFET.
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5.1 Introduction

In Lecture 4, we developed expressions for the linear and saturation region

drain currents as:

IDLIN =
W

L
µnCox (VGS − VT )VDS

IDSAT = WCoxυsat (VGS − VT )
. (5.1)

These equations assume VGS > VT , so they cannot describe the subthresh-

old characteristics. As shown in Fig. 5.1, these equations provide a rough

description of IDS vs. VDS , especially if we include DIBL as in eqn. (3.14),

so that the finite output conductance is included. If we define the drain

saturation voltage as the voltage where IDLIN = IDSAT , we find

VDSAT =
υsatL

µn
. (5.2)

For VDS � VDSAT , IDS = IDLIN , and for VDS � VDSAT , IDS = IDSAT .

Traditional MOSFET theory develops expressions for IDS vs. VDS that

smoothly transition from the linear to saturation regions as VDS increases

75
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from zero to VDD [1, 2]. The goal in this lecture is to develop a simple,

semi-empirical expression that describes the complete IDS(VDS) character-

istic from the linear to saturated region. The approach is similar to the

so-called virtual source MOSFET model that has been developed and suc-

cessfully used to describe a wide variety of nanoscale MOSFETs [3]. We’ll

take a different approach to developing a virtual source model and begin

with the traditional approach, and then use the VS model as a framework

for subsequent discussions. As we extend and interpret the VS model in

subsequent lectures, we’ll develop a simple, physical model that provides

an accurate quantitative descriptions of modern transistors.

Fig. 5.1 Sketch of a common source output characteristic of an n-channel MOSFET at
a fixed gate voltage (solid line). The dashed lines are the linear and saturation region
currents as given by eqns. (5.1).

5.2 Channel velocity vs. drain voltage

The drain current is proportional to the product of charge at the beginning

of the channel times the average carrier velocity at the beginning of the

channel. From eqn. (4.1) at the beginning of the channel, we have

IDS/W = |Qn (x = 0)|υ (x = 0) . (5.3)
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Equation (5.1) for the linear current can be re-written in this form as

IDLIN/W = |Qn(VGS)| υ(VDS)

Qn(VGS) = −Cox (VGS − VT )

υ(VDS) =

(
µn
VDS
L

)
.

(5.4)

Similarly, eqn. (5.1) for the saturation current can be re-written as

IDSAT /W = |Qn(VGS)| υ(VDS)

Qn(VGS) = −Cox (VGS − VT )

υ(VDS) = υsat .

(5.5)

If we can find a way for the average velocity to go smoothly from its value

at low VDS to υsat at high VDS , then we will have a model that covers the

complete range of drain voltages.

The VS model takes an empirical approach and writes the average ve-

locity at the beginning of the channel as [3]

υ(VDS) = FSAT (VDS)υsat

FSAT (VDS) =
VDS/VDSAT[

1 + (VDS/VDSAT )
β
]1/β , (5.6)

where VDSAT is given by eqn. (5.2) and β is an empirical parameter chosen

to fit the measured IV characteristic.

The form of the drain current saturation function, FSAT , is motivated

by the observation that the lower of the two velocities in eqns. (5.4) and

(5.5) should be the one that limits the current. We might, therefore, expect

1

υ(VDS)
=

1

(µnVDS/L)
+

1

υsat
, (5.7)

which can be re-written as

υ(VDS) =
VDS/VDSAT

[1 + (VDS/VDSAT )]
υsat . (5.8)

Equation (5.8) is similar to Eqn. (5.6), except that (5.6) introduces the

empirical parameter, β, which is adjusted to better fit data. Typical values

of β for n- and p-channel Si MOSFETs are between 1.4 and 1.8 [3].

Equations (5.3), (4.2), and (5.6) give us a description of the above-

threshold MOSFET for any drain voltage from the linear to the saturated

regions.
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5.3 Level 0 VS model

Our simple model for the above threshold MOSFET is summarized as fol-

lows:

IDS/W = |Qn(0)| υ(0)

Qn(VGS) = 0 VGS ≤ VT
Qn(VGS) = −Cox (VGS − VT ) VGS > VT

VT = VT0 − δVDS

〈υ(VDS)〉 = FSAT (VDS)υsat

FSAT (VDS) =
VDS/VDSAT[

1 + (VDS/VDSAT )
β
]1/β

VDSAT =
υsatL

µn

, (5.9)

With this simple model, we can compute reasonable MOSFET IV charac-

teristics, and the model can be extended step by step to make it more and

more realistic. There are only six device-specific input parameters to this

model: Cox, VT , µn, υsat, L, and β. The level 0 model does not describe the

subthreshold characteristics, but after discussing MOS electrostatics in the

next few lectures, we will be able to include the subthreshold region. Series

resistance is important in any real device, and can be readily included as

discussed next.

5.4 Series resistance

As illustrated on the left of Fig. 5.2, we have developed expressions for the

IV characteristic of an intrinsic MOSFET — one with no series resistance

between the intrinsic source and drain and the metal contacts to which the

voltages are applied. In practice, these series resistors are always there and

must be accounted for.

The figure on the right in Fig. 5.2 shows how the voltages applied to the

terminals of the device are related to the voltages on the intrinsic contacts.
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Here, V ′D, V
′
S , and V ′G refer to the voltages on the terminals and VD, VS ,

and VG refer to the voltages on the intrinsic terminals. (No resistance is

shown in the gate lead, because we are considering D.C. operation now.)

Since the D.C. gate current is zero, a resistance in the gate has no effect.

Gate resistance is, however, an important factor in the R.F. operation of

transistors.)

Fig. 5.2 Series resistance in a MOSFET. Left: the intrinsic device. Right: The actual,

extrinsic device showing how the voltages applied to the external contacts are related to
the voltages on the internal contacts.

From Fig. 5.2, we relate the internal (unprimed) voltages to the external

(primed) voltages by

VG = V ′G

VD = V ′D − IDS (VG, VS , VD)RD

VS = V ′S + IDS (VG, VS , VD)RS

, (5.10)

Since we know the IV characteristic of the intrinsic device,

IDS (VG, VS , VD), Equations (5.10) are two equations in two unknowns –

the internal voltages, VD and VS . Given applied voltages on the gate,

source, and drain, V ′G, V
′
S , V

′
D, we can solve these equations for the internal

voltages, VS and VD, and then determine the current, IDS (V ′G, V
′
S , V

′
D).

Figure 5.3 illustrates the effect of series resistance on the IV character-

istic. In the linear region, we can write the current of an intrinsic device
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as

IDLIN =
W

L
µnCox (VGS − VT )VDS = VDS/Rch . (5.11)

When source and drain series resistors are present, the linear region current

becomes

IDLIN = VDS/Rtot , (5.12)

where

Rtot = Rch +RS +RD = Rch +RDS . (5.13)

(It is common to label the sum of RS and RD as RSD). So the effect of

series resistance in the linear region is to simply lower the slope of the IV

characteristic as shown in Fig. 5.3.

Fig. 5.3 Illustration of the effect of series resistance on the IV characteristics of a

MOSFET. The dashed curve is an intrinsic MOSFET for which RS = RD = 0. As
indicated by the solid line, series resistance increases the channel resistance and lowers

the on-current.

Figure 5.3 also shows that series resistance decreases the value of the

saturation region current. In an ideal MOSFET with no output conduc-

tance, the drain series resistance has no effect in the saturation region where

VD > VDSAT , but the source resistance reduces the intrinsic VGS , so eqn.

(5.1) becomes

IDSAT = WCoxυsat (VGS − IDSATRS − VT ) . (5.14)

Series resistance lowers the internal gate to source voltage of a MOSFET,

and therefore lowers the saturation current. The maximum voltage applied
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between the gate and source is the power supply voltage, VDD. Series resis-

tance will have a small effect if IDSATRS � VDD. For high performance,

we require

RS �
VDD
IDSAT

. (5.15)

Modern Si MOSFETs deliver about 1 mA/µm of on-current at VDD = 1

V. Accordingly, RS must be much less than 1000 Ω−µm; series resistances

of about 100 Ω− µm are needed. Although we will primarily be concerned

with understanding the physics of the intrinsic MOSFET, we should be

aware of the significance of series resistance when analyzing measured data.

As channel lengths continue to scale down, keeping the series resistance to

a manageable level is increasingly difficult.

Exercise 5.1: Analysis of experimental data

Use eqn. (5.14) and the IV characteristic of Fig. 4.3, to deduce the “sat-

uration velocity” for the on-current. Note that we’ll regard the saturation

velocity as an empirical parameter used to fit the data of Fig. 4.3 and will

compare it to the high-field saturation velocity for electrons in bulk Si.

Assume the following parameters:

ION = 1180 µA/µm

Cox = 1.55× 10−6 F/cm2

RDS = 220 Ω

VT = 0.25 V

VDD = 1.2 V

W = 1 µm

.

Solving eqn. (5.14) for υsat, we find

υsat ≡ υinj =
IDSAT

WCox (VGS − VT )
.

VGS = VDD − IDSATRSD/2 .

Putting in numbers, we find

υsat = 0.92× 107 cm/s .

It is interesting to note that the velocity we deduce is close to the

high-field, bulk saturation velocity of Si (1 × 107 cm/s), but the physics
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of velocity saturation in a nanoscale MOSFET is actually quite different

from the physics of velocity saturation in bulk Si under high electric fields.

Accordingly, from now on, we will give υsat a different name, the injection

velocity, υinj .

5.5 Discussion

One might have expected the traditional model that we have developed

to be applicable only to long channel MOSFETs because it is based on

assumptions such as diffusive transport in the linear region and high-field

velocity saturation in the saturated region. Surprisingly, we find that it ac-

curately describes the IV characteristics of MOSFETs with channel lengths

less than 100 nm as shown in Fig. 5.4. To achieve such fits, we view two of

the physical parameters in our VS model as empirical parameters that are

fit to measured data, and we find that with relatively small adjustments in

these parameters, excellent fits to most transistors can be achieved. The

two adjusted parameters are the injection velocity, υinj , (which is the sat-

uration velocity in the traditional model) and the apparent mobility µapp,

(which is the real mobility in the traditional model). The fact that this

simple traditional model describes modern transistors so well, tells us that

it captures something essential about the physics of MOSFETs.

Fig. 5.4 Measured and fitted VS model data for 32 nm n-MOSFET technology. Left:

Common source output characteristic. Right: Transfer characteristic. The VS model
used for these fits is an extension of the model described by Eqns. (7.9) that uses an

improved description of MOS electrostatics to treat the subthreshold as well as above

threshold conduction. (From [3].)
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5.6 Summary

In this lecture we recast traditional MOSFET theory in the form of a simple

virtual source model. Application of this simple model to modern transis-

tors shows that it describes them remarkably well. This is a consequence

of the fact that it describes the essential features of the barrier controlled

transistor (i.e. MOS electrostatics). The weakest part of the model is the

transport model, which is based on the use of a mobility and saturated

velocity. Because of the simplified transport model, we need to regard the

mobility and saturation velocity in the model as fitting parameters that

can be adjusted to fit experimental data.

In the next few lectures (Part 2 of this volume), we will review MOS elec-

trostatics and learn how to describe subthreshold as well as above-threshold

conduction. The result will be an improved VS model, but mobility and

saturation velocity will still be viewed as fitting parameters. Beginning in

Part 3, we’ll discuss transport and learn how to formulate the VS model so

that transport is described physically.
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6.1 Introduction

In Lectures 1-5 we discussed some basic MOSFET concepts. By assuming

that the inversion charge at the beginning of the channel is given by

Qn(VGS) = 0 VGS ≤ VT

Qn(VGS) = −CG (VGS − VT ) VGS > VT

VT = VT0 − δVDS ,

(6.1)

and by using simple, traditional models for the average velocity at the be-

ginning of the channel, we derived the IV characteristics of a MOSFET.

In this lecture, we begin to address some important questions. First why

does Qn increase linearly with gate voltage for VGS > VT , what is the gate

capacitance, CG (we’ll see that it is somewhat less than Cox), and how

87
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does the small charge present for VGS < VT vary with gate voltage? The

answers to these questions come from an understanding of one-dimensional

MOS electrostatics, the subject of this lecture and the next three. An-

other question has to do with the physics of DIBL; what determines the

value of the parameter, δ? To answer this question, we need to understand

two-dimensional MOS electrostatics, the subject of Lecture 10. A sound

understanding of 1D and 2D MOS electrostatics is absolutely essential for

understanding transistors because electrostatics is what determines how the

terminal voltages control the source to channel barrier in a MOSFET. This

chapter reviews MOS electrostatics as it is discussed in most introductory

semiconductor textbooks (e.g. [1], [2]).

6.2 Energy bands and band bending

We seek to understand how the terminal voltages and design of the MOS-

FET affect the electrostatic potential in the device, ψ(x, y, z). The x-

direction is from source to drain, the y-direction is into the depth of the

semiconductor, and the z-direction in along the width of the MOSFET. We

seek solutions of the Poisson equation,

∇ · ~D(x, y, z) = ρ(x, y, z)

∇2ψ(x, y, z) = −ρ(x, y, z)

εs
,

(6.2)

where ~D is the displacement vector, ρ is the space charge density, and εs
is the dielectric constant of the semiconductor, which is assumed to be

spatially uniform.

In general, a three-dimensional solution is required, but we will assume

a wide transistor so that the potential is uniform in the z-direction and

a 2D solution suffices. We’ll begin by discussing 1D electrostatics in the

direction normal to the channel. As indicated in Fig. 6.1, we imagine a

long channel device and consider ψ(y) vs. y at a location in the middle

of the channel where the influence of the source and drain potentials are

minimal, so that 2D effects can be neglected.

Energy band diagrams provide a convenient, qualitative solution to the

Poisson equation. In this section, we’ll examine the influence of a gate

voltage on the energy vs. position into the depth of the semiconductor

channel. Figure 6.2 shows the case where the energy bands are flat – the
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Fig. 6.1 Sketch of a long channel MOSFET for which we seek to understand 1D MOS

electrostatics. Left: Illustration of how we aim to understand the potential profile vs.

position into the depth of the channel. Right: Orientation that we will use when we plot
energy band diagrams in this lecture.

potential is zero (or uniform in the y-direction), and the energy bands are

independent of position. Note also that the electron and hole densities are

exponentially related to the difference between the band edge and the Fermi

level when Boltzmann carrier statistics are assumed.

Figure 6.3 shows the expected electrostatic potential vs. position when a

positive voltage is applied to the gate. Some voltage will be dropped across

the oxide, and the potential at the surface of the semiconductor, ψS , will be

positive with 0 < ψS < VG. If the back of the semiconductor is grounded

(ψ(y → ∞) = 0), then we expect the potential in the semiconductor to

decay to zero as y increases.

A positive electrostatic potential lowers the potential energy of an elec-

tron, so the bands will bend when the electrostatic potential varies with

position,

EC(y) = constant− qψ(y) . (6.3)

If the electrostatic potential increases from the bulk of the Si to the surface,

then the energy bands will bend down, as shown on the right of Fig. 6.3.

Before we examine how the bands bend as a function of gate voltage,

we define a few terms in Fig. 6.4. First, we assume for now an ideal,

hypothetical gate electrode for which the Fermi level in the metal just

happens to line up with the Fermi level in the semiconductor. We call this
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Fig. 6.2 Equilibrium energy band diagram for a uniform electrostatic potential. Also
noted is the exponential relation between the electron and hole densities and the sepa-

ration of the band edge and the Fermi level.

the flatband condition – the bands in the semiconductor and oxide are flat.

Flat bands occur at V ′G = 0 V for this hypothetical metal gate. (The prime

indicates that we’re talking about a hypothetical material.) In practice,

there will always be a work function difference, ΦMS , between the gate

electrode and the semiconductor. The flatband condition will not occurs at

VG = 0 but at VG = VFB = ΦMS/q, which is the voltage needed to “undo”

the work function difference.

Recall that when a voltage is applied to a contact, it lowers the Fermi

level. As shown on the right of Fig. 6.4, the Fermi level in the gate electrode

is lowered from E0
FM at V ′G = 0 to E0

FM − qV ′G. The positive potential on

the gate electrode lowers the electrostatic potential in the oxide and semi-

conductor as determined by solutions to the Laplace and Poisson equations,

which will be discussed later. If we define the reference for the electrostatic

potential to be in the bulk of the semiconductor, ψ(y → ∞) = 0, then

the electrostatic potential at any location in the semiconductor is simply

related to the band bending according to

ψ(y) =
EC(∞)− EC(y)

q
. (6.4)
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Fig. 6.3 Illustration of how the application of a positive gate voltage affects the elec-

trostatic potential and energy bands in a semiconductor. Bottom left: Expected electro-

static potential vs. position in the semiconductor when a positive potential is applied to
the gate electrode. Bottom right: Expected energy band diagram.

Note in Fig. 6.4 that the Fermi level is flat in the semiconductor – even when

a gate bias is applied. This occurs because the insulator prevents current

flow, so the metal and the semiconductor are separately in equilibrium with

different Fermi levels.

We are now ready to discuss band bending vs. gate voltage as sum-

marized by the energy band diagrams in Fig. 6.5. When a negative gate

voltage is applied, a negative electrostatic potential is induced in the oxide,

and the semiconductor, and the bands bend up. The surface potential is

negative, ψ(y = 0) = ψS < 0. The hole concentration increases near the

oxide-semiconductor interface because the valence band bends up toward

the Fermi level. The net charge near the surface is positive. This accumu-

lation charge resides very close to the surface of the semiconductor and is

sometimes approximated as a δ-function.

When a positive gate voltage is applied, a positive electrostatic potential

is induced in the oxide and semiconductor, and the bands bend down. The

surface potential is positive, ψ(y = 0) = ψS > 0. Because the valence band

moves aways from the Fermi level, the hole concentration decreases (we

can think of the positive gate potential (charge) as pushing the positively

charged holes away from the surface). The result is a depletion layer, a layer

of thickness, WD, in which the hole concentration is negligible, p0 � N−A .

If the bandbending is not too large, then the electron concentration is also
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Fig. 6.4 Left: Illustration of flatband conditions in an ideal MOS structure. Right:
Illustration of band bending when a positive gate voltage is applied.

Fig. 6.5 Illustration of bandbending for three different gate voltages. Left: Accumula-
tion of majority carriers, Center: Flatband, and Right: Depletion / Inversion.

small, and the only charge near the surface is due to the ionized acceptors in

the depletion region, If the bandbending is large enough, then the electron

concentration begins to build up near the surface. This inversion layer of

mobile carriers is responsible for the current in a MOSFET. Inversion will
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be discussed in Sec. 6.5.

Finally, note that the band diagrams in Fig. 6.5 are for a p-type semi-

conductor. To test your understanding, draw corresponding energy band

diagrams for an n-type semiconductor in accumulation, at flatband, and

in depletion. The term, accumulation, always describes the accumulation

of majority carriers, depletion always refers to the depletion of majority

carriers, and inversion always refers to the build up of minority carriers.

6.3 Poisson-Boltzmann equation

Our goal is to understand how the total charge in the semiconductor,

QS =

∫ ∞
0

ρ(y)dy = q

∫ ∞
0

(
p0(y)− n0(y) +N+

D −N
−
A

)
dy C/m2 , (6.5)

depends on the electrostatic potential in the semiconductor. The subscripts,

“0’, are a reminder that the semiconductor is in equilibrium. We are also

interested in the charge due to mobile electrons,

Qn = −q
∫ ∞

0

n0(y)dy C/m2 , (6.6)

because the mobile electrons carry the current in a MOSFET.

Energy band diagrams provide a qualitative solution for the potential

and charge in the semiconductor. To actually solve for the potential vs.

position, we need to solve the Poisson equation. In this section, we’ll for-

mulate the Poisson equation for 1D semiconductors,

d2ψ

dy2
=
−q
εs

[
p0(y)− n0(y) +N+

D −N
−
A

]
. (6.7)

To be specific, we’ll assume a p-type semiconductor for which ND = 0.

Complete ionization of dopants will be assumed (N−A = NA). In the bulk,

we have space charge neutrality, pB −nB −NA = 0, so NA = pB −nB , and

Poisson’s equation becomes

d2ψ

dy2
=
−q
εs

[p0(y)− n0(y) + nB − pB ] . (6.8)

where

pB ∼= NA
nB ∼= n2

i /NA
. (6.9)

The subscripts, “B”, refer to the equilibrium concentrations in the bulk.

Using eqn. (6.9), we can express (6.8) as

d2ψ

dy2
=
−q
εs

[
p0(y)−NA − n0(y) + n2

i /NA
]
. (6.10)
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Equation (6.10) is one equation with three unknowns, ψ(y), n0(y), and

p0(y). To solve this equation, we need to find two more equations.

Recall that the MOS structure is in equilibrium for any gate bias, be-

cause the oxide prevents current from flowing. In equilibrium, the car-

rier densities are related to the location of the Fermi level (a constant in

equilibrium) and the band edges (which follow the electrostatic potential).

Accordingly, we can write,

p0(y) = pBe
−qψ(y)/kBT = NAe

−qψ(y)/kBT

n0(y) = nBe
+qψ(y)/kBT =

n2
i

NA
e+qψ(y)/kBT ,

(6.11)

which we can use to write eqn. (6.10) as

d2ψ

dy2
=
−q
εs

[
NA
(
e−qψ(y)/kBT − 1

)
− ni

2

NA

(
eqψ(y)/kBT − 1

)]
. (6.12)

Equation (6.12) is known as the Poisson-Boltzmann equation; it de-

scribes a 1D, p-type semiconductor in equilibrium with the dopants fully

ionized. To complete the problem specification, we need to specify bound-

ary equations. Assuming a semi-infinite semiconductor, we have

ψ(y = 0) = ψS
ψ(y →∞) = 0 .

(6.13)

In practice, ψS is set by the gate voltage.

The Poisson-Boltzmann equation is a nonlinear differential equation

that is a bit difficult to solve in general. Some progress can be made analyt-

ically, but a numerical integration is also needed. Those interested in seeing

how this is done should refer to [3 - 5]. It also turns out that we can solve

the Poisson-Boltzmann equation approximately when the semiconductor is

in strong accumulation, in depletion, or in strong inversion. We’ll make use

of these approximate solutions later. In the next section, we described the

approximate solution for the depletion condition.

6.4 Depletion approximation

A very good approximate solution for the electrostatic potential and elec-

tric field versus position is readily obtained when the device is biased in

depletion. In depletion, the bands bend down for a p-type semiconductor,

and the concentration of holes is negligibly small for y .WD. In depletion,
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the conduction band is still far above the Fermi level (that changes in in-

version), so the electron concentration is also small. As a result, the space

charge density,

ρ(y) = q
[
p0(y)− n0(y) +N+

D −N
−
A

]
, (6.14)

simplifies considerably. By ignoring the small number of mobile carriers, as-

suming only p-type dopants, and assuming complete ionization of dopants,

Eq. (6.14) becomes

ρ(y) = −qNA y < WD

ρ(y) = 0 y ≥WD .
(6.15)

The depletion approximation is typically quite good, and it is simple enough

to permit analytical solutions.

Figure 6.6 shows the energy band diagram in depletion and the corre-

sponding electric field vs. position. We find the electric field by solving the

Poisson equation,

dD

dx
=
d (εsE)

dx
= εs

dE
dx

= ρ(y) = −qNA
dE
dx

=
−qNA
εs

.

(6.16)

If the doping density is uniform, then the electric field is a straight line

with a negative slope, as indicted on the right in Fig. 6.6. Accordingly, we

can write the electric field in the depletion approximation as

E(y) =
qNA
εs

(WD − y) . (6.17)

The electric field at the surface of the semiconductor is an important quan-

tity that we find from eqn. (6.17) as

E(y = 0) = ES =
qNAWD

εs
. (6.18)

To find the electrostatic potential versus position, ψ(y), recall that

ψ(y) = −
∫ y

∞
E(y′)dy′ . (6.19)

Accordingly, the total potential drop across the depletion region, which is

ψS , is the area under the E(y) vs. y curve, or

ψS =
1

2
ESWD , (6.20)



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

96 Essential Physics of Nanoscale Transistors

Fig. 6.6 Illustration of depletion in an MOS structure. Left: The energy band diagram.
Right: The electric field vs. position. The solid line is the depletion approximation, and

the dashed line is the actual electric field.

from which we find with the aid of eqn. (6.18)

WD =

√
2εsψS
qNA

, (6.21)

which is an important result.

The total charge in the semiconductor is

QS =

∫ ∞
0

ρ(y)dy ≈ QD = −qNAWD = εsES C/m2 ; (6.22)

from eqns. (6.21) and (6.22), we find another important result

QD ≈ −
√

2qNAεsψS . (6.23)

Note that in depletion, the total charge in the semiconductor, QS , is to

a very good approximation, the charge in the depletion layer, QD, which

consists of ionized acceptors.

When the semiconductor is biased in depletion, the depletion approx-

imation provides accurate solutions for the electric field and electrostatic

potential. It cannot be used, however, in the accumulation or inversion

regions. Finally, to test your understanding, repeat the derivations in this

section for an n-type semiconductor in depletion.
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6.5 Onset of inversion

Figure 6.7 shows the band diagram and space charge profile for inversion

conditions. In inversion, a large surface potential brings the conduction

band at the surface very close to the Fermi level, so the concentration of

electrons becomes large. The concentration of electrons at the surface can

be related to the concentration of electrons in the bulk by using eqn. (6.11).

Now we can ask the question: How large does the bandbending (ψS) need

to be to make the surface as n-type and the bulk is p-type? From eqn.

(6.11),

n0(y = 0) =
n2
i

NA
eqψS/kBT = NA , (6.24)

we find the answer

ψS = 2ψB

ψB =
kBT

q
ln

(
NA
ni

)
. (6.25)

Equation (6.25) defines the onset of inversion; for surface potentials greater

than about 2ψB , there is an n-type layer at the surface of the p-type semi-

conductor. From Fig. 6.1, we see that for a gate voltage that produces a

surface potential greater than about 2ψB , there will be an n-type channel

connecting the n-type source and drain regions, and the transistor will be

on. The gate voltage needed to produce the required surface potential is

the threshold voltage.

Under inversion conditions, the depletion region reaches a depth of WT ,

where

WT = WD (2ψB) =

√
2εs(2ψB)

qNA
, (6.26)

which is an important result.

The total charge per unit area in the depletion region is

QD = −qNAWT C/m2 . (6.27)

There is also a significant charge due to the inversion layer electrons that

pile up near the oxide-Si interface,

Qn = q

∫ ∞
0

n0(y)dy C/m2 . (6.28)
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Fig. 6.7 Inversion condition in a semiconductor. Left: the energy band diagram. Right:

the corresponding charge density. Note than in the depletion approximation, the deple-

tion charge would got to zero abruptly at y = WD.

The total charge in the semiconductor under inversion conditions is

QS = QD +Qn . (6.29)

Only the inversion layer charge carries the current in a MOSFET, so in

subsequent lectures, we will relate the inversion layer charge to the gate

voltage.

6.6 The body effect

In the previous section, we discussed MOS electrostatics in the middle of

a long channel device in which the lateral electric fields due to the PN

junctions were small, so a 1D analysis sufficed. But even in this case,

PN junctions can have a strong influence. To see why, consider Fig. 6.8,

which shows the case for zero voltage on the N and P regions (i.e. the case

that we have been considering). The solid line shows the energy bands at

the oxide-semiconductor interface from the source, across the channel, and

to the drain under flatband conditions. The height of the energy barrier

is just qVbi, where the built in potential of the PN is given by standard

semiconductor theory [1, 2] as

Vbi =
kBT

q
ln
NAND
n2
i

. (6.30)
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This energy barrier is large, so very few electrons can enter the channel

from the source or drain by surmounting the energy barrier.

The dashed line in Fig. 6.8 shows the energy band diagram for a surface

potential of ψS = 2ψB . In this case the energy barrier between source and

channel is

Eb = q (Vbi − 2ψB) = kBT ln (ND/NA) . (6.31)

For typical numbers (ND = 1020 cm−3 and NA = 1018 cm−3), Eb ≈ 0.1 eV.

Electrons from the source can surmount this rather small energy barrier,

and the result is an inversion layer in the channel.

Fig. 6.8 Conduction band energy vs. position at the surface (y = 0) of the semiconduc-
tor along the channel from the source to the drain. Solid line: flatband condition (flat
into the semiconductor). Dotted line: For a surface potential of ψS > 0 Dashed line:

For a surface potential of ψS = 2ψB .

Now consider the situation in Fig. 6.9, which shows the energy band

diagrams when a positive voltage (a reverse bias, VR) has been applied to

the source and drain. Under flatband conditions (solid line), the height

of the energy barrier has increased to q(Vbi + VR). The dotted line shows

the energy band diagram for ψS = 2ψB , the onset of inversion for the case

of Fig. 6.8. In this case, however, the energy barrier is still very large,

so electrons cannot enter from the source or drain. To achieve the same

energy barrier as for the case of Fig. 6.8, the surface potential must be

ψS = 2ψB + VR.
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We can also plot the energy band diagram into the depth of the semi-

conductor (the y-direction) rather than along the channel (the x-direction).

The result is shown in Fig. 6.10 for a surface potential of ψS = 2ψB + VR.

(Figure 6.10 shows the energy band diagram normal to the channel.) Note

that the hole quasi-Fermi level, Fp – the dashed line, is where the Fermi

level was for zero bias on the source and drain, but the positive voltage

on the source and drain lowers the electron quasi-Fermi level by qVR. The

electron quasi-Fermi level controls the electron density in the semiconduc-

tor. To achieve the same electron density at the onset of inversion as in the

case for VR = 0, the bands must be bent down by an additional amount of

qVR.

Fig. 6.9 Conduction band energy vs. position at the surface of the semiconductor along

the channel from the source to the drain for the case of a reverse bias, VR, between the
source and drain and the semiconductor bulk. Solid line: Flatband condition. Dotted

line: Surface potential of ψS = 2ψB . Dashed line: Surface potential of ψS = 2ψB + VR.

In MOSFET circuits, the voltage on the source may be positive, which

means that the source to substrate junction may be reverse biased. To

create an inversion layer at the source end of the channel, the bands must

be bent by 2ψB + VR. We’ll see in the next lecture, that this increases

the threshold voltage. The reason for the increased threshold voltage is an

increase in the depletion charge. From eqn. (6.25), we find

QD ≈ −
√

2qNAεsψS = −
√

2qNAεs(2ψB + VR) . (6.32)

A reverse bias on the source can significantly increase the charge in the

depletion layer at the onset of inversion.
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Fig. 6.10 Conduction band energy vs. position into the depth of the semiconductor

at the midpoint of the channel for the case of a reverse bias, VR, between the source
and drain and the semiconductor bulk. This figure corresponds to the ψS = 2ψB + VR
case in Fig. 6.9. Note the splitting of the quasi-Fermi levels under bias. The electron

quasi-Fermi level has been lowered by an amount, VR.

Finally, you may wonder how we can continue to assume that the semi-

conductor is in equilibrium when the PN junctions are biased. The answer

is that in reverse bias (or even for small forward bias), the current is so small

that we can continue to assume that the semiconductor is in equilibrium

without introducing significant errors.

Exercise 6.1: Some typical numbers

To get a feel for some of the numbers, consider an example for silicon:

NA = 1× 1018 cm−3

NV = 1.81× 1019 cm−3

ni = 1.00× 1010 cm−3

κs = 11.7

T = 300 K .

and consider the following questions:

1) What is the position of the Fermi level in the bulk?

We can answer this question by determining how far above the valence band
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the Fermi level is.

p0B = NA = NV e
(EV −EF )/kBT → EF − EV

q
=
kBT

q
ln

(
NV
NA

)
= 0.075 eV .

Alternatively, we could determine how far below the intrinsic level the Fermi

level is.

p0B = NA = nie
(Ei−EF )/kBT → Ei − EF

q
=
kBT

q
ln

(
NA
ni

)
= 0.48 eV .

2) What is the surface potential at the onset of inversion?

ψS = 2ψB ,

ψB =
kBT

q
ln

(
NA
ni

)
= 0.48 V ,

ψS = 2ψB = 0.96 V .

In the bulk, the Fermi level is very close to the valence band. To make the

surface as n-type as the bulk is p-type, we need to bend the conduction

band down to very close to the Fermi level, which means that it must be

bent down by about the band gap, about 1 V.

3) What is the width of the depletion layer at the onset of inversion?

WT =
√

2εs(2ψB)/qNA .

Inserting numbers, we find

WT = 36 nm .

4) What is total charge per unit area in the depletion region?

QD = −qNAWT = −
√

2qεsNA(2ψB) .

Inserting numbers, we find

QD = −5.8× 10−6 C/cm2 ,

or, in terms of the number of charges per unit area:

|QD|/q = 3.6× 1012 cm−2 .

5) What is electric field at the surface of the semiconductor?

From Gauss’s Law:

ES = −QD
εs

.

Inserting numbers, we find

ES = 5.6× 106 V/cm ,

which is a strong electric field.

This example gives a feel for the numbers we expect to encounter for typical

MOS calculations.
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6.7 Discussion

i) charge in the semiconductor vs. band bending

Our goal is in this lecture was to understand how the band bending (surface

potential) controls the charge in the semiconductor. Fig. 6.5 illustrated the

bandbending under accumulation, and depletion / inversion. Figure 6.11

shows that in accumulation, the majority carrier hole charge builds up

exponentially for increasingly negative ψS . In the depletion region, we

find from eqn. (6.23) that |QS | ∝
√
ψS . In inversion, the minority carrier

electron charge builds up exponentially for increasingly positive ψS > 2ψB .

In Lectures 8 and 9, we will derive approximate solutions to the Poisson-

Boltzmann equation in accumulation and inversion, but the general shape

of the QS(ψS) characteristic is easy to understand.

Fig. 6.11 Charge in a p-type semiconductor as a function of the surface potential. The

sheet charge, QS in C/m2 is the volume charge density, ρ in C/m3 integrated into the
depth of the semiconductor.
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ii) criterion for weak inversion, moderate inversion, and

strong inversion

In Sec. 6.5, we asserted that inversion occurs for

ψS > 2ψB ,

but inversion is a gradual process. Note that when ψS = ψB , the semi-

conductor is intrinsic at the surface, n0(0) = p0(0). For ψS > ψB , there

is a small, net concentration of electrons at the surface. We will see that

this small concentration of electrons leads to a small “leakage” current. We

say that ψS = ψB is the beginning of weak inversion. At ψS = 2ψB , the

surface is as n-type as the bulk is p-type, but the total number of electrons

in this layer near the surface is still small. We say that ψS = 2ψB is the

end of the weak inversion region and the beginning of the moderate inver-

sion region. We will see in Lecture 8 that for on-current conditions, the

surface potential can be a few kBT/q greater than 2ψB . When the surface

potential is a little larger than 2ψB Qn � QD; moderate inversion ends

and strong inversion begins. For our purposes, the precise values of ψS
that define weak, moderate, and strong inversion are not important, but

for careful MOSFET modeling, this is an important issue. The reader is

referred to [3] for a discussion of these effects.

6.8 Summary

This lecture has been a short introduction to some very basic MOS electro-

statics. We discussed band bending in MOS structures and the concepts

of accumulation, depletion, and inversion. We established a criterion for

the onset of inversion (ψS = 2ψB). We formulated the Poisson-Boltzmann

equation, which can be solved to find ψ(y) vs. y for any surface potential.

From ψ(y), the charge in the semiconductor can be determined. Finally,

we discussed the depletion approximation, which assumes a space charge

profile and can be used to obtain accurate solutions in the depletion re-

gion. In subsequent lectures, we’ll also develop approximate solutions for

the accumulation and inversion regions. As summarized in Fig. 6.11, ev-

erything depends on the value of the surface potential, which is set by the

gate voltage. In the next lecture, we relate the surface potential to the gate

voltage.
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Lecture 7

Gate Voltage and Surface Potential

7.1 Introduction

7.2 Gate voltage and surface potential

7.3 Threshold voltage

7.4 Gate capacitance

7.5 Approximate gate voltage - surface potential relation

7.6 Discussion

7.7 Summary

7.8 References

7.1 Introduction

Figure 7.1 summarizes the questions that we’ll address in this lecture. Note

that there is an electrostatic potential drop of ψS across the semiconductor.

The first question is: “What gate voltage produced this surface potential?”

or what is ψS(VG)? We’ll first explain how to do this exactly, and later

discuss an approximate solution. The gate voltage needed to put the semi-

conductor at the onset of inversion is known as the threshold voltage, VT ,

and is the voltage needed to make ψS = 2ψB . This is the gate voltage

needed to turn a MOSFET on. Finally, measurements of the small signal

gate capacitance as a function of the D.C. bias on the gate, VG, which are

often used to characterize MOS structures, will be discussed.

107



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

108 Essential Physics of Nanoscale Transistors

Fig. 7.1 An MOS energy band diagram for a positive gate voltage, V ′G, which produces

a positive surface potential in the semiconductor and a voltage drop across the oxide.

We seek to relate the gate voltage, V ′G to the surface potential, ψS .

7.2 Gate voltage and surface potential

To relate the gate voltage to the surface potential, note that the gate voltage

is the sum of the voltage drop across the oxide and the voltage drop across

the semiconductor,

V ′G = ∆Vox + ∆Vsemi = ∆Vox + ψS . (7.1)

The voltage drop across the oxide is the electric field times the thickness of

the oxide,

∆Vox = Eoxtox . (7.2)

To find the electric field in the oxide, we use Gauss’s Law, which tells us

that the normal displacement field at the oxide - Si interface is equal to the

charge per unit area in the semiconductor (ignoring for now any possible

charge at the oxide-Si interface). Accordingly, we find

εoxEox = −QS (ψS) , (7.3)

where QS in C/m2 is the charge in the semiconductor, which is a function

of the surface potential, ψS . From eqns. (7.2) and (7.3), we find

∆Vox = −QS(ψS)

Cox
, (7.4)
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where

Cox =
εox
tox

F/m2 , (7.5)

is the gate insulator capacitance per unit area. Finally, using eqns. (7.4)

and (7.1), we find the desired relation,

V ′G = −QS(ψS)

Cox
+ ψS . (7.6)

Equation (7.6) assumes an ideal gate electrode (and the absence of charge

at the oxide-semiconductor interface) so that at V ′G = 0, the bands are flat

and ψS = QS = 0.

Consider the case illustrated in Fig. 7.2 for which the work function of

the gate electrode, ΦM , is less than the work function of the semiconductor,

ΦS . The equilibrium energy band diagram shows that there is a built-

in potential across the structure. For zero applied voltage at the gate

electrode, the electrostatic potential at the gate is −(ΦM − ΦS)/q. It is

apparent that if we apply a gate voltage equal to the metal - semiconductor

work function difference, then the effect of the difference in work functions

will be undone, and the bands will be flat. Accordingly, the flatband voltage

won’t be at VG = 0, but at VG = VFB where

qVFB = (ΦM − ΦS) = ΦMS . (7.7)

Alternatively consider the case where there is no work function differ-

ence, but there is a fixed charge, QF , in C/m2 at the oxide-semiconductor

interface. In this case, Gauss’s Law for the electric field in the oxide, eqn.

(7.3), becomes

εoxEox = −QS (ψS)−QF , (7.8)

so Eq. (7.4) becomes

∆Vox = −QS(ψS)

Cox
− QF
Cox

. (7.9)

When ψS = 0, QS = 0, and the bands in the semiconductor are flat.

According to eqn. (7.1), this flatband condition occurs at VG = VFB =

−QF /Cox.

In general, there is both a work function difference and charge at the

oxide-semiconductor interface, so the flatband condition occurs at a gate

voltage of

VFB =
ΦMS

q
− QF
Cox

, (7.10)
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and the general relation between the gate voltage and the surface potential

is

V ′G = VG − VFB = −QS(ψS)

Cox
+ ψS . (7.11)

It is also possible that the charge at the oxide-semiconductor interface is

not fixed but depends on the surface potential and that there is charge

distributed throughout the oxide layer. See [1] for a discussion of these

effects.

Fig. 7.2 Illustration of how a metal-semiconductor work function difference affects a
1D MOS structure. Left: The isolated components with separate Fermi levels in the

gate electrode and in the semiconductor. Right: The resulting equilibrium energy band
diagram for VG = 0. Note that the built-in potential for this structure is analogous
to the built-in potential of a PN junction, and just as for a PN junction, it cannot be

measured directly.

Equation (7.11) is our desired relation between the gate voltage and

the surface potential in the semiconductor. In general, eqn. (7.11) cannot

be analytically solved for ψS as a function of VG. In practice, however,

we can assume a ψS and then compute the VG that produced it. We saw

in Lecture 6 how to calculate QS(ψS) in depletion; in Lectures 8 and 9

we’ll discuss how to calculate QS(ψS) more generally and will examine the

ψS(VG) relation in detail.

Although the computation of the ψS vs. VG characteristic takes a bit

of work, the qualitative shape of the characteristic, which is shown in Fig.
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7.3, is easy to understand. Recall the QS(ψS) characteristic sketched in

Fig. 6.11. As ψS increases from zero to a positive value, the charge in the

depletion layer builds up slowly (as
√
ψS); the charge in the semiconductor

is modest, so from eqn. (7.11), we see that most of the gate voltage is

dropped across the semiconductor. Once the surface potential exceeds 2ψB ,

the inversion charge becomes significant; it builds up exponentially, and the

voltage drop across the oxide becomes very large. Most of the gate voltage

in excess of the amount needed to bend the bands by 2ψB is dropped across

the oxide, so it is very hard to increase the surface potential beyond 2ψB .

When the gate voltage is negative, a strong accumulation layer of charge

quickly builds up. In accumulation, most of the gate voltage is dropped

across the oxide and very little across the semiconductor.

Fig. 7.3 Sketch of the expected ψS vs. VG characteristics. Below threshold, the surface
potential varies directly with VGS according to ψS = VGS/m, where m ≈ 1, but above
threshold, ψS ≈ 2ψB , and the surface potential varies slowly with VGS because m� 1.

7.3 Threshold voltage

The threshold voltage is the gate to source voltage needed to bend the

bands so that ψS = 2ψB , which is the point at which a significant inversion

charge begins to build up. From eqn. (7.11) we can write

VT = VFB −
QS(2ψB)

Cox
+ 2ψB . (7.12)
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At the onset of inversion, QS = QD+Qn consists mostly of depletion charge;

the charge in the inversion layer is still small. By assuming QS(2ψB) ≈
QD(2ψB), we find

VT = VFB −
QD(2ψB)

Cox
+ 2ψB .

VT = VFB +

√
2qNAεs(2ψB)

Cox
+ 2ψB . (7.13)

Equation (7.13) is a key result that allows us to compute the threshold

voltage if we know the channel doping and oxide thickness. Higher channel

doping densities lead to higher threshold voltages, and thinner gate oxide

thicknesses lead to lower threshold voltages. We have assumed uniform

channel doping, but non-uniform channel doping profiles, such as retrograde

or ground plane profiles are also used (see [6] for a discussion).

As discussed in relation to eqn. (6.32), a reverse bias between the source

and channel lowers the quasi-Fermi level for electrons and increases the

surface potential for the onset of inversion from 2ψB to 2ψB + VSB , where

VSB is the reverse bias between the source and the body. Accordingly, the

gate voltage between the gate and the body needed to bend the bands to

the onset of inversion increases to

VGB = VFB −
QD(2ψB + VSB)

Cox
+ 2ψB + VSB

= VFB +

√
2qNAεs(2ψB + VSB)

Cox
+ 2ψB + VSB .

(7.14)

The voltage between the source and the body is VSB , so the gate to source

voltage, VGS , at the onset of inversion is VGS = VT , where

VT = VGB − VSB = VFB −
QD(2ψB + VSB)

Cox
+ 2ψB .

VT = VFB +

√
2qNAεs(2ψB + VSB)

Cox
+ 2ψB . (7.15)

We see that a heavily doped channel not only increases VT , it also makes

the threshold voltage more sensitive to the reverse bias between the source

and the body. The dependence of the threshold voltage on the source to

body voltage is known as the body effect.



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

Gate Voltage and Surface Potential 113

Finally, note that threshold voltage usually refers to the onset of strong

inversion. As discussed in Sec. 6.7, ψS > 2ψB for strong inversion, so 2ψB
should be replaced by a potential that is a few kBT/q larger. Nevertheless,

it is common practice to use ψS = 2ψB in the VT equation, except in careful

MOSFET modeling where this issue becomes important. See Chapter 2 of

[1] for a discussion.

7.4 Gate capacitance

A common way to characterize MOS structures is to measure the small

signal, A.C. capacitance between the gate electrode and the bottom of the

substrate as a function of the D.C. bias on the gate. Figure 7.4 reviews

some basic concepts.

Fig. 7.4 Left: A simple parallel plate capacitor with a single dielectric between the

two plates. Right: A parallel plate capacitor with two different dielectrics between the

plates. The cross-sectional area of the plates is A.

For a simple parallel plate capacitor (shown on the left of Fig. 7.4) the

capacitance per unit area is readily shown to be

C

A
=
εins

tins
F/m2 . (7.16)

Consider next the parallel plate capacitor shown on the right of Fig. 7.4. In

this case, there are two different dielectrics between the two plates with two

different dielectric constants and two different thicknesses. The capacitance

per unit area is readily shown to be

1

C/A
=

1

C1/A
+

1

C2/A
=

1

ε1/t1
+

1

ε2/t2
F/m2 . (7.17)
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With this background, let’s consider the MOS capacitance at three dif-

ferent D.C. biases. Figure 7.5 shows the band diagrams in depletion, in-

version, and accumulation. In the first case, the gate electrode is the first

metal plate, the gate insulator the first dielectric, the depleted semiconduc-

tor the second dielectric, and the undepleted p-layer the second “metal”

plate. Accordingly, we expect to measure a gate capacitance of

1

CG(depl)
=

1

Cox
+

1

CD
F/m2 , (7.18)

where CG is the gate capacitance per unit area, and

Cox =
εox
tox

F/m2 , (7.19)

is the oxide capacitance per unit area and

CD =
εs

WD(ψS)
F/m2 , (7.20)

is the depletion capacitance per unit area.

Fig. 7.5 Left: Energy band diagrams under three different D.C. biases. Left: depletion,
Center: inversion, Right: accumulation.

Consider next the inversion capacitance illustrated in the middle of Fig.

7.5. In this case, the first dielectric is still the oxide layer, but the second

“metal” plate is the highly conductive inversion layer of electrons at the
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oxide-semiconductor interface. Accordingly, we expect the gate capacitance

in inversion to be

CG(inv) ≈ Cox . (7.21)

Finally, consider the accumulation capacitance on the right of Fig. 7.5. The

first dielectric is still the oxide layer and the second “metal” plate is the

highly conductive accumulation layer of holes at the oxide-semiconductor

interface. Accordingly, we expect the capacitance in accumulation to be

CG(acc) ≈ Cox . (7.22)

These examples show that the gate capacitance is the series combination

of two capacitors,

1

CG
=

1

Cox
+

1

CS(ψS)
, (7.23)

where CS(ψS) is the semiconductor capacitance, which depends strongly on

the value of the D.C. surface potential.

These qualitative ideas about how the gate capacitance varies with the

D.C. bias on the gate can be made more quantitative. The gate capacitance

is defined as

CG ≡
dQG
dVG

F/m2 , (7.24)

where QG is the charge per unit area on the gate electrode. Because the

charge must balance, QG = −QS , where QS is the charge per unit area in

the semiconductor. By differentiating eqn. (7.11), we find

dVG
d(−QS)

=
dψS

d(−QS)
+

1

Cox
, (7.25)

which can be written as

1

CG
=

1

Cox
+

1

CS
, (7.26)

where

CS ≡
d(−QS)

dψS
, (7.27)

is the semiconductor capacitance. (Note that an increase in surface po-

tential increases the magnitude of the negative charge in the depletion and

inversion layers, so the semiconductor capacitance is a positive quantity.)
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Figure 7.6 shows the equivalent circuit that represents the gate ca-

pacitance. To compute CG vs. VG. we need to understand how CS =

d(−QS)/dψS varies with bias. Figure 6.11 gives the qualitative answer. In

accumulation and inversion, the semiconductor capacitance is very large,

so the total capacitance is close to the oxide capacitance, as sketched in

Fig. 7.7. In depletion, the semiconductor capacitance is moderate, so that

total capacitance is lowered, as shown in Fig. 7.7.

For the solid line in Fig. 7.7, the A.C. signal used to measure the small

signal capacitance is assumed to be at a low enough frequency such that

electrons in the inversion layer can respond to the A.C. signal. That is

CS =
d(−QS)

dψS
≈ d(−Qn)

dψS
� Cox ,

At high frequencies, a low small signal capacitance is measured when

the D.C. bias is in inversion. This occurs when the frequency is so high

that the inversion layer cannot respond to the A.C. signal. Rather slow

recombination-generation processes are needed to increase or decrease the

inversion layer density. Accordingly, when the small signal frequency is

high and the D.C. bias is in inversion, we find

CS =
d(−QS)

dψS
≈ d(−QD)

dψS
=

εs
WT

,

which is the dashed line in Fig. 7.7. (For a typical silicon MOSFET, the

high frequency limit is well below 1 MHz.) When the capacitor is part of a

MOSFET, however, electrons can quickly enter and leave the semiconductor

through the source and drain contacts, so the high frequency characteristic

is observed. See [1] for a discussion.

7.5 Approximate gate voltage - surface potential relation

Equation (7.11) relates the gate voltage to the surface potential of the semi-

conductor. It can be solved numerically for a general surface potential, and

in depletion, it can be solved analytically. Assuming that the semiconductor

charge is only the depletion layer charge, eqn. (7.11) becomes

VG = VFB +

√
2qεsNAψS
Cox

+ ψS , (7.28)

which is a quadratic equation for
√
ψS (See [1] for the solution.) For many

applications, a simpler relation is needed, and the equivalent circuit of Fig.

7.6 provides an approach.
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Fig. 7.6 Equivalent circuit illustrating how the gate capacitance is the series combina-
tion of the oxide capacitance, Cox and the semiconductor capacitance, CS .

The semiconductor capacitance is a function of the surface potential,

but in depletion the semiconductor capacitance is the depletion capacitance,

which varies rather slowly with ψS ,

Cs ≈ CD =
εs

WD(ψS)
=

εs√
2εsψS/qNA

. (7.29)

If we approximate the depletion capacitance by its average value in de-

pletion (perhaps by setting ψS = ψB , half the value needed to invert the

semiconductor), then Fig. 7.6 is simply two constant capacitors in series,

and voltage division in this circuit gives

ψS = VG

(
Cox

Cox + CD

)
=
VG
m

, (7.30)

where

m = 1 +
CD
Cox

(7.31)

is known as the body effect coefficient in depletion.

The body effect coefficient, m, tells us what fraction of the applied

gate voltage is dropped across the semiconductor. For a very thin oxide,

Cox � CD, and m approaches one – all of the applied gate voltage is

dropped across the semiconductor. This occurs because there can only be

a small voltage drop across a thin oxide. For a lightly doped semiconductor,
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Fig. 7.7 Sketch of how the small signal gate capacitance is expected to vary with D.C.

bias. Solid line – low frequency characteristic. Dashed line – high frequency character-

istic.

CD � Cox and m approaches one – again all of the applied gate voltage

is dropped across the semiconductor. This occurs because the light doping

leads to a small charge in the semiconductor, which produces a small electric

field in the oxide and a correspondingly small voltage drop in the oxide. A

typical value for m is about 1.1 - 1.3, so a plot of ψS vs. VG has a slope

less than one in depletion, as indicated in Fig. 7.3.

Exercise 7.1: Some typical numbers

To get a feel for some of the numbers that result from the formulas devel-

oped in this lecture, consider the silicon example of Exercise 6.1:

NA = 4× 1018 cm−3

NV = 1.81× 1019 cm−3

ni = 1.00× 1010 cm−3

κs = 11.7

T = 300 K .
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Now, also assume

tox = 1.8 nm

κox = 4.0

an n+ polysilicon gate

no charge at the oxide− semiconductor interface .

and consider some questions:

1) What is the metal-semiconductor workfunction difference and the flat-

band voltage?

In Exercise 6.1, we found that the Fermi level in the semiconductor was

0.075 eV above the valence band in the bulk. Assume that the polysilicon

gate electrode is doped heavily so that EF = EC , a reasonable assumption.

The difference between the Fermi level in the metal-like gate and the p-type

semiconductor is just a little less than the semiconductor band gap:

ΦMS = −(1.1− 0.075) = −1.03 eV ,

and the flatband voltage is

VFB =
ΦMS

q
= −1.03 V .

2) What is the threshold voltage?

In Exercise 6.1, we found that ψB = kBT/q ln (NA/ni) = 0.48 V so at the

onset of inversion ψS = 2ψB = 0.96 V.

At the onset of inversion, the charge in the semiconductor is mostly

charge in the depletion layer. We found in Exercise 6.1 that QD =√
2qNAεs(2ψB) = 1.2× 10−6 C/cm2. The oxide capacitance is

Cox =
εox
tox

= 2.0× 10−6F/cm2 .

Finally, from eqn. (7.13), we find the threshold voltage as

VT = VFB −
QD(2ψB)

Cox
+ 2ψB = 0.19 V .

3) What is the value of the body effect coefficient?

First, we need the depletion layer capacitance. Let’s evaluate it at ψS =

ψB = 0.48:

CD =
εs
WD

=
εs√

2εsψS/qNA
= 8.3× 10−7 F/cm2 .

From eqn. (7.31) we find

m = 1 +
CD
Cox

= 1.4 .

In depletion, 70% of the gate voltage is dropped across the semiconductor.
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7.6 Discussion

Figure 7.8 shows a typical MOS gate stack. Note that the gate electrode

is not a metal but, rather, a heavily doped layer of polycrystalline (so-

called “poly”) silicon. If doped heavily enough, it acts more or less like a

metal. (Note that manufacturers are currently replacing SiO2 with higher

dielectric constant materials (so-called “hi-k” dielectrics) to increase the

gate capacitance. The poly silicon gate is also being replaced with a metal

gate, but poly Si gate stacks are still common.)

As shown in Fig. 7.6, the gate capacitance consists of a series combina-

tion of the oxide and semiconductor capacitance, so the total gate capac-

itance is less than Cox. In depletion, the total capacitance is significantly

less than Cox, but in inversion, the semiconductor capacitance becomes

very large. Ideally, we’d like CS to be much larger than Cox in inversion

so that CG ≈ Cox. As gate oxides have scaled down in thickness over the

past few decades, the lowering of the gate capacitance in inversion by the

semiconductor capacitance has become a significant factor. To treat this

problem quantitatively, numerical calculations are needed; we’ll discuss this

issue briefly in the next two lectures.

For polysilicon gates there is one more factor that lowers the overall gate

capacitance, so-called poly depletion. As shown in Fig. 7.8, under inver-

sion conditions, there is a strong electric field in the +y-direction pointing

from the positive charge on the gate to the negative charge in the semi-

conductor. This electric field depletes and then inverts the semiconductor

substrate. But this electric field can also deplete (a little) the heavily doped

n+ polysilicon gate. The gate capacitance now consists of three capacitors

in series, the oxide capacitance, the semiconductor capacitance, and the

depletion capacitance of the polysilicon gate:
1

CG
=

1

Cpoly
+

1

Cox
+

1

CS
.

Device engineers often describe these effects in terms of an capacitance

equivalent thickness (or capacitance extracted thickness), CET, which is de-

fined as the thickness of SiO2 that produces the measured gate capacitance

in strong inversion – including the effects of the semiconductor capacitance

and poly depletion as well as the dielectric itself. The CET is defined by

CG ≡
εox
CET

. (7.32)

In Exercise 7.1, tox = 1.8 nm should really have been given as CET = 1.8

nm.
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Fig. 7.8 Sketch of a typical “gate stack.” Traditionally, the “metal” gate electrode is a
heavily doped layer of poly crystalline (so-called poly silicon).

7.7 Summary

What happens in the semiconductor is determined by the bandbending

in the semiconductor, ψS , but the “knob” we have to control the surface

potential is the gate voltage. In this lecture, we developed a relation be-

tween the gate voltage and the surface potential, eqn. (7.11). We also

showed that in depletion, there is a simple relation between VG and ψS ,

eqn. (7.30), which we will use frequently.

Before we proceed, let’s re-cap. MOS electrostatics can be qualitatively

described in terms of energy band diagrams, as we did in the previous lec-

ture. The charge in the semiconductors is a function of the bandbending,

as described by ψS . In Lecture 6 we discussed qualitatively how the total

charge in the semiconductor, QS , varies with ψS and developed an approx-

imate expression valid in depletion. In this lecture, we related ψS to the

gate voltage that produces it. In the following two lectures, we’ll examine

the mobile electron charge, Qn(ψS) and Qn(VG).
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The concepts introduced in this lecture are covered in introductory semicon-
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[1] Robert F. Pierret Semiconductor Device Fundamentals, 2nd Ed., ,

Addison-Wesley Publishing Co, 1996.

[2] Ben Streetman and Sanjay Banerjee, Solid State Electronic Devices, 6th

Ed., Prentice Hall, 2005.

The exact solution of the Poisson-Boltzmann equation is discussed in the

two books and the notes listed below.

[3] Y. Tsividis and C. McAndrew, Operation and Modeling of the MOS

Transistor, 3rd Ed., Oxford Univ. Press, New York, 2011. (See Sec.

2.3.2.1)

[4] Y. Taur and T. Ning, Fundamentals of Modern VLSI Devices, 2nd Ed.,

Oxford Univ. Press, New York, 2013. (See Sec. 2.4.4)

[5] Mark Lundstrom and Xingshu Sun, “Notes on the Solution of the

Poisson-Boltzmann Equation for MOS Capacitors and MOSFETs, 2nd

Edition,” hhttps://nanohub.org/resources/5338, 2012.

Various channel doping profiles that can be used are discussed in:

[6] Mark Lundstrom, “ECE 612 Lecture 14: VT Engineering,” https://

nanohub.org/resources/5670, 2008.
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Lecture 8

The Mobile Charge: Bulk MOS

8.1 Introduction

8.2 The mobile charge

8.3 The mobile charge below threshold

8.4 The mobile charge above threshold

8.5 Surface potential vs. gate voltage

8.6 Discussion

8.7 Summary

8.8 References

8.1 Introduction

In Lecture 6 we discussed how the charge in the semiconductor varies with

the bandbending as measured by the surface potential. The goal was to un-

derstand QS(ψS) qualitatively, but we also showed how the Poisson equa-

tion can be solved in depletion for QD(ψS), which is due to the ionized

acceptors (or donors in an n-type semiconductor). In this lecture, our fo-

cus is on understanding the part of the charge due to mobile electrons,

Qn(ψS), the inversion charge. For a P-MOSFET, the corresponding quan-

tity is the hole inversion layer in the n-type channel, Qp(ψS). Solving the

Poisson-Boltzmann equation, (6.12), as discussed in [1 - 3] provides a way

to compute the inversion charge vs. surface potential.

The solution to the Poisson-Boltzmann equation is often referred to as

the “exact” solution of the MOS problem, although it is far from exact.

It assumes, for example, Maxwell-Boltzmann statistics, whereas in strong

inversion or accumulation, Fermi-Dirac statistics should be used. It also

ignores the quantum confinement due to the potential well formed at the

123
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oxide-semiconductor interface in a bulk MOS structure. Quantum con-

finement has become important in modern MOS structures. Nevertheless,

the solution to the Poisson-Boltzmann equation provides a reasonable (and

widely-used) approximate solution. In this lecture, we’ll develop approx-

imate analytical solutions to the Poisson-Boltzmann equation for a bulk

MOS structure in weak and strong inversion. By the term “bulk MOS

structure” we mean that the semiconductor begins at y = 0 and extends

to infinity. In practice, a Si wafer can be considered to be infinitely thick

for our purposes. In addition to Qn(ψS), we will also develop approximate

solutions for Qn(VG) in weak and strong inversion.

8.2 The mobile charge

The mobile electron charge is

Qn = −q
∫ ∞

0

n0(y)dy = −qnS C/m2 . (8.1)

Because the electron density depends exponentially on the separation be-

tween the conduction band edge and the Fermi level, it increases near the

surface where the electrostatic potential increases and Ec bends down. The

result is

n0(y) =

(
n2
i

NA

)
eqψ(y)/kBT . (8.2)

(We are assuming a structure like that of Fig. 6.1. with VS = VD = 0.)

Equation (8.2) can be used in (8.1) to write

Qn = −q
(
n2
i

NA

)∫ ∞
0

eqψ(y)/kBT dy

= −q
(
n2
i

NA

)∫ 0

ψS

eqψ(y)/kBT
dy

dψ
dψ

. (8.3)

In general, a numerical simulation is needed to solve for ψ(y) and per-

form the integral of eqn. (8.3), but because most electrons reside very near

the surface, it’s reasonable to assume that the electric field, E = −dψ/dy,

is approximately constant over the important range of the integral. The

average value of the electric field in the electron layer, is Eave. Accordingly,

eqn. (8.3) can be approximated as

Qn = −q
(
n2
i

NA

)
1

Eave

∫ 0

ψS

eqψ/kBT dψ , (8.4)
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which is an integral that can be performed to find

Qn(ψS) = −q
[(

n2
i

NA

)
eqψS/kBT

](
kBT/q

Eave

)
. (8.5)

Recognizing the quantity in brackets as the electron density at the sur-

face and defining a thickness for the electron layer, we can write (8.5) as

Qn = −q n(0) tinv

n(0) =
n2
i

NA
eqψS/kBT

tinv =

(
kBT/q

Eave

) , (8.6)

According to eqn. (8.6), the electron sheet charge is just −q times the elec-

tron concentration at the surface, n(0), times the thickness of the electron

layer, tinv. Equation (8.6) applies below and above threshold. We’ll begin

by considering the subthreshold case.

8.3 The mobile charge below threshold

Equation (8.6) is an equation for Qn(ψS) below threshold when we can use

the depletion approximation to determine Eave. Because the electron layer

is thin compared to the depletion layer thickness, we can assume Eave ≈ ES .

Equation (8.6) is expressed in terms of the surface potential, ψS , but it will

be more convenient, to express Qn in terms of the gate voltage, VG, and the

body effect coefficient, m, so eqn. (8.5) for Qn(ψS) needs to be converted

to an expression for Qn(VG). We begin with the surface electric field.

According to Gauss’s Law, the normal component of the displacement

field at the surface of the semiconductor is equal to the charge in the semi-

conductor. From this, we find

Eave ≈ ES =
qNAWD

εs
=
qNA
CD

, (8.7)

where WD is the thickness of the depletion layer, and CD = εs/WD is

the depletion layer capacitance. Next, according to eqn. (7.31), the

depletion layer capacitance is related to the body effect coefficient by

m = 1 + CD/Cox, so CD = (m− 1)Cox, and we can re-express (8.7) as

ES =
qNA

(m− 1)Cox
. (8.8)
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Equation (8.8) can be used to re-express (8.5) as

Qn(ψS) = −(m− 1)Cox

(
ni
NA

)2

eqψS/kBT
(
kBT

q

)
. (8.9)

According to eqn. (6.27), the quantity, n2
i /NA, is related to ψB , so we can

write (
ni
NA

)2

= e−q2ψB/kBT , (8.10)

which can be used to write eqn. (8.9) as

Qn(ψS) = −(m− 1)Cox

(
kBT

q

)
eq(ψS−2ψB)/kBT . (8.11)

Finally, we can use eqn. (7.30) to express the result in terms of gate voltage

rather than surface potential,

Qn(VG) = −(m− 1)Cox

(
kBT

q

)
eq(VG−VT )/mkBT . (8.12)

Equation (8.12) is an important result; it expresses the small subthresh-

old mobile charge in terms of the gate voltage. Below threshold the small

charge indicated in Fig. 8.1 increases exponentially with gate voltage. This

occurs because as the bands bend down with increasing gate voltage, the

electron concentration increases exponentially. The exponential increase of

Qn with gate voltage below threshold leads to an exponentially increasing

subthreshold current. Our next task is to understand how Qn varies with

gate voltage above threshold.

8.4 The mobile charge above threshold

Equation (8.6) applies for surface potentials below or above threshold. Be-

low threshold, we used the depletion approximation for ES . In strong in-

version, QS ≈ Qn � QD. Instead of eqn. (8.7), Gauss’s Law gives

ES = −Qn
εs

. (8.13)

The electric field varies rapidly within the inversion layer, going from ES
at the surface to approximately zero at the bottom of the inversion layer.

Accordingly, we assume that Eave ≈ ES/2. With this assumption, we can

use eqn. (8.13) in (8.6) to write the electron charge in strong inversion as

Qn = −
√

2εskBTn(0) , (8.14)
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Fig. 8.1 The electron charge, Qn vs. gate voltage for an n-channel device. The linear

vertical scale used here does not show the exponential increase of Qn with VG below

VG = VT , but it does show that Qn varies linearly with VT for VG > VT .

or, using eqn. (8.6) for n(0),

Qn(ψS) = −
√

2εskBT (n2
i /NA) eqψS/2kBT . (8.15)

Equation (8.15) shows that in strong inversion, Qn ∝ eψS/2kBT , as was

indicated in Fig. 6.11. Similar arguments for the accumulation regime

show that Qp ∝ e−ψS/2kBT in accumulation.

Equation (8.15) gives Qn as a function of the surface potential, ψS ; we

need an expression for Qn as a function of the gate voltage, VG. We could

compute Qn(VG) numerically by using eqn, (7.11) with (8.15), but such

a calculation shows that Qn increases approximately linearly with VG for

VG > VT , as indicated in Fig. 8.1; i.e. Qn ∝ (VG − VT ) for VG > VT .

To see why Qn varies linearly with VG above threshold consider eqn.

(7.11). At the onset of inversion, most of the semiconductor charge is the

charge in the depletion layer, and ψS = 2ψB . From eqn. (7.11), we find

VT = VFB −
QD(2ψB)

Cox
+ 2ψB , (8.16)

where we have labeled the gate voltage at the onset of inversion as the

threshold voltage, VT . For gate voltages well above threshold, the band-

bending and depletion charge change very little, but a large inversion charge

builds up. From eqn. (7.11), we find

VG ≈ VFB −
QD(2ψB) +Qn

Cox
+ 2ψB , (8.17)



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

128 Essential Physics of Nanoscale Transistors

By subtracting eqn. (8.16) from (8.17), we find

Qn ≈ −Cox (VG − VT ) . (8.18)

In practice, d(−Qn)/dVG is a little less than Cox because ψS is not

clamped at 2ψB as assumed in eqn. (8.17). We can find the slope from
d(−Qn)

dVG
≈ d(−QS)

dVG
=
dQM
dVG

= CG , (8.19)

so above threshold, we write the inversion charge as

Qn(VG) ≈ −CG (VG − VT ) , (8.20)

where CG < Cox is approximately constant. We saw in Sec. 7.4 that
1

CG
=

1

Cox
+

1

CS
, (8.21)

where CS is the semiconductor capacitance, which is the depletion capaci-

tance in depletion or the inversion layer capacitance in inversion,

CS(inv) =
d(−Qn)

dψS
=
−Qn

2kBT/q
. (8.22)

(The last expression follows from eqn. (8.15)). Alternatively, we can define

the semiconductor capacitance in inversion to be

CS(inv) ≡ εs
tinv

, (8.23)

where the inversion layer thickness is

tinv =
2(kBT/q)εs
−Qn

. (8.24)

To summarize, in strong inversion (i.e. for gate voltages well above the

threshold voltage), the inversion layer charge is given by

Qn = −CG (VG − VT ) (VG > VT )

1

CG
=

1

Cox
+

1

CS(inv)

CS(inv) =
εs
tinv

tinv =
2(kBT/q)εs
−Qn

. (8.25)

These results show that when CS � Cox, then CG ≈ Cox. This was the

case for MOS technology for a long time, but as gate oxides got thinner

and thinner, the assumption began to break down. In addition, Fermi-Dirac

statistics and quantum confinement effects (neglected here) also lower CS .

The result is that CS significantly lowers the gate capacitance below Cox
in modern MOSFETs.
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Exercise 8.1: Inversion layer capacitance and thickness

To get a feel for some of the numbers that result from the formulas de-

veloped in this lecture, consider the silicon example of Exercises 6.1 and

7.1:

NA = 1.00× 1018 cm−3

NV = 1.81× 1019 cm−3

ni = 1.00× 1010 cm−3

κs = 11.7

κox = 4.0

T = 300 K

tox = 1.8 nm

an n+ polysilicon gate

no charge at the oxide− semiconductor interface .

1) What is the semiconductor capacitance when nS = 1× 1013cm−2?

The sheet carrier density here is typical for the on-state of a modern MOS-

FET. (Note that it is expressed in units of cm−2, not in m−2 as it should

be for MKS units. This is common practice in semiconductor work, but we

have to be careful to convert to MKS units when evaluating formulas.)

From eqn. (8.22) we find

CS(inv) =
−Qn

2kBT/q
=

qnS
2kBT/q

= 30.8× 10−6 F/cm2 .

In comparison to the Cox = 2.0 × 10−6F/cm2 that we found Exercise 9.1,

this is a very large value, but we should mention that it is unrealistically

large. As we will see in Lecture 9, Fermi-Dirac carrier statistics and quan-

tum confinement will lower CS significantly.

2) What is the gate capacitance?

According to eqn. (8.21)

CG =
CoxCS
Cox + CS

=
Cox

1 + Cox/CS
.

Putting in numbers, we find

CG =
Cox

1 + 2.0/30.8
= 0.94Cox = 1.9× 10−6 F/cm2 .

As expected, CG < Cox. When Fermi-Dirac statistics and quantum con-

finement are considered, the CG/Cox ratio is even smaller.
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3) What is the Capacitance Equivalent Thickness, CET?

First, recall the definition of CET from eqn. (7.32):

CG ≡
εox
CET

→ CET =
εox
CG

.

Inserting numbers, we find

CET =
4.0× 8.854× 10−14

1.9× 10−6
= 1.86 nm .

Note that the CET is a little thicker than the actual oxide thickness of 1.8

nm. In Lecture 9, we’ll show that the effect is even larger when Fermi-Dirac

statistics and quantum confinement are considered. For polysilicon gates,

poly depletion also increases CET.

4) What is the semiconductor surface potential when nS = 1× 1013 cm−2?

From eqn. (8.15), we find

ψS = 2

(
kBT

q

)
ln

(
qnS√

εskBT (n2
i /NA)

)
.

Inserting numbers, we find

ψS = 1.12 V .

Recall from Exercise 6.1 that 2ψB = 0.96 V, so ψS is a little bigger than

2ψB in strong inversion. For this example, ψS is about 6kBT/q larger than

2ψB . Again, when Fermi-Dirac statistics and quantum confinement are

treated, the effect is larger.

8.5 Surface potential vs. gate voltage

It is often said that the bandbending in an MOS structure is limited to

ψS ≈ 2ψB . We saw in Exercise 8.1 that the surface potential in strong

inversion is a few kBT/q larger than 2ψB , but the point is that it is hard

to bend the bands very much beyond 2ψB . To see why, consider a simple

example.

According to eqn, (8.15), Qn varies exponentially with surface potential

in strong inversion. Assume that the gate voltage produces a band bending

that results in nS = 5× 1012 cm−2. How much additional bandbending is

required to double to inversion layer charge to nS = 1× 1013 cm−2? From

eqn. (8.15), we see that the answer is
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∆ψS = 2

(
kBT

q

)
ln(2) = 0.036 V ,

so a very small change in surface potential doubles the strong inversion

charge. How much does the voltage drop across the oxide increase? The

answer is

∆Vox = −∆Qn
Cox

=
1.6× 10−19 × (5× 1012)

2× 10−6
= 0.4 V ,

where we have assumed the same oxide capacitance as in Exercise 8.1. We

see that the increase in the voltage drop across the oxide is more than 10

times the increase in the surface potential.

This example shows that because a small change in surface potential

produces a large increase in the charge, a large increase in the voltage drop

across the oxide results. For this example, the gate voltage must increase

by 0.44 V to increase the surface potential by 0.04 V. So above threshold,

most of an increase in gate voltage is dropped across the oxide and very

little is dropped across the semiconductor. This explains why ψS varies

slowly with VG for VG > VT , as sketched in Fig. 7.3.

Equation (7.30) gives another view of this problem. We find

ψS =
VG
m

,

where from eqn. (7.31)

m = 1 +
CS
Cox

.

Below threshold, CS < Cox (CS = CD below threshold), and m is close

to one, but above threshold, the semiconductor capacitance becomes very

large and CS � Cox and m� 1. Using the numbers from Exercise 8.1, we

find m ≈ 9, so the two capacitor voltage divider in Fig. 7.8 shields ψS from

VG.

8.6 Discussion

In this section we have shown that the electron charge, Qn(ψS), varies

exponentially with ψS both below and above threshold. The dependence

below threshold, eqn. (8.11), is as exp(ψS/kBT ), while the dependence



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

132 Essential Physics of Nanoscale Transistors

above threshold, eqn. (8.15), is as exp(ψS/2kBT ), but the exponential

dependence on ψS is there in both cases.

Below threshold, Qn(VGS) varies exponentially with VGS because ψS ∝
VGS (see eqn. (8.12)). Above threshold, however, things are different.

Above threshold, Qn(VGS) varies linearly with VGS as given by eqn. (8.25).

This occurs because above threshold, ψS ∝ ln(VGS).

To summarize, we have derived eqns. (8.12) and (8.18) to describe the

bulk MOS structure below and above threshold:

VG � VT :

Qn(VG) = −(m− 1)Cox

(
kBT

q

)
eq(VG−VT )/mkBT

VG � VT

Qn(VG) = −CG (VG − VT ) .

(8.26)

From this equation and eqn. (5.3),

IDS/W = |Qn (x = 0)| 〈υ (x = 0)〉 , (8.27)

we can compute the drain current below and above threshold. It would be

useful, however, to have a single expression that works below and above

threshold. The general Qn(VGS) relation can be evaluated numerically, but

as we’ll discuss in Lecture 11, an empirical expression that reduces to the

correct result below and above threshold can also be used.

8.7 Summary

In this chapter, we have discussed how Qn varies with surface potential and

with gate voltage, considering both the subthreshold and above threshold

regions. The correct results in subthreshold and in strong inversion are

readily obtained without numerically solving the Poisson-Boltzmann equa-

tion, but the numerical solution of the Poisson-Boltzmann equation gives

the results from subthreshold to strong inversion - and in between.

In the next lecture, we will consider Qn(ψS) and Qn(VG) for a different

MOS structure - an extremely thin layer of silicon. This structure is more

typical of the channel structures now being used to scale devices to their

limit. We will find, however, that the basic considerations for this extremely

thin silicon on insulator (ETSOI) structure are quite similar to the bulk

MOS structure discussed in this lecture.
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The Mobile Charge:
Extremely Thin SOI

9.1 Introduction

9.2 A primer on quantum confinement

9.3 The mobile charge

9.4 The mobile charge below threshold

9.5 The mobile charge above threshold

9.6 Surface potential vs. gate voltage

9.7 Discussion

9.8 Summary

9.9 References

9.1 Introduction

In Lecture 8 we discussed MOS electrostatics for a bulk semiconductor

substrate. Modern MOS structures often make use of extremely thin sili-

con layers. An example is shown in Fig. 9.1. An electron in such a thin

layer behaves as quantum mechanical “particle in a box.” Because of the

confinement in one direction, electrons are quasi-two-dimensional particles,

and we must use a 2D density-of-states when evaluating carrier densities.

In a bulk MOSFET, the electrostatic potential well at the oxide-Si inter-

face produces a quantum well, so quantum confinement occurs in all MOS

structures and should be considered in the bulk MOSFETs that were dis-

cussed in the previous lecture. This lecture examines structures more like

those used in state-of-the-art MOSFETs, and it is also an opportunity to

examine quantum confinement in MOS structures.

In Lecture 8, our goal was to understand how the electron charge, Qn,

varied with surface potential, ψS , and with gate voltage, VG, in a bulk

135
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Fig. 9.1 Illustration of a single gate extremely thin silicon on insulator (ETSOI) MOS-
FET. (From A. Majumdar, Z. Ren, S. J. Koester, and W. Haensch, “Undoped-Body

Extremely Thin SOI MOSFETs With Back Gates,” IEEE Trans. Electron Dev., 56,
pp. 2270-2276, 2009.) The model structure discussed in this Lecture is a double gate

version of this device.

MOS structure. Our goal in this lecture is to do the same for the ETSOI

structure. We will treat the electrons as quantum-confined, 2D particles. In

Lecture 8, we assumed classical, 3D particles. Had we included quantum

confinement in the bulk MOS case, the numerical values of the results

would have changed (enough to be important in modern MOSFETs), but

the qualitative features would be similar to those obtained from the classical

analysis. For the ETSOI structure, we will treat quantum confinement from

the outset (because it is easy to do so), but we will see that the results are

qualitatively similar to those obtained from the classical analysis of the

bulk case.

9.2 A primer on quantum confinement

This section is a very brief introduction to quantum confinement in MOS

structures. We’ll also discuss the role of band structure by examining how

quantum confinement affects the six constant energy ellipsoids in the con-

duction band of silicon.

Quantum confinement

Quantum mechanics tells us that electrons behave both as particles and

as waves and that the wave aspects become important when the potential

energy changes spatially on the scale of the electron’s wavelength (the so-
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called de Broglie wavelength, λB). We can estimate the average electron

wavelength from

p = ~k = ~
2π

λB
, (9.1)

where p is the crystal momentum, k the electron’s wave vector, and λB
the electron’s wavelength. The energy of the electron is E = p2/2m∗, and

the thermal equilibrium average electron energy is 3kBT/2. Using these

relations, we obtain a rough estimate of the thermal average de Broglie

wavelength as

〈λB〉 ≈
h√

3m∗kBT
≈ 6 nm , (9.2)

where we have assumed for a rough estimate that m∗ = m0. Electrostatic

potential wells to confine electrons to dimensions less than 10 nm are readily

produced with a gate voltage, and semiconductor layers less than 10 nm

thick are also readily achieved. The behavior of electrons confined in these

quantum wells is different from the behavior of electrons in the bulk, and

it is important to understand the differences.

Figure 9.2 sketches two quantum wells; the one on the left is a rectangu-

lar quantum well with infinitely high barriers on the sides, and the one on

the right is a triangular quantum well. The direction of confinement is the

y-direction, but we assume that electrons are free to move in the x-z plane.

Just as the Coulomb potential of the nucleus of a hydrogen atom confines

the electron to the vicinity of the nucleus, which leads to the occurrence

discrete energy levels of the hydrogen atom, we find that the energies of

electrons in these quantum wells consists of discrete subbands associated

with confinement in the y-direction.

The time independent Schrödinger equation for electrons is[
− ~2

2m∗
∇2 − Ec(x, y, z)

]
ψ(x, y, z) = Eψ(x, y, z) . (9.3)

If Ec is a constant, then the solutions are plane waves,

ψ(x, y, z) =
1√
Ω
ei
~k·~r , (9.4)

where Ω is an arbitrary normalization volume, and 1/
√

Ω insures that the

the integral of ψψ∗ over the volume is one. The magnitude of the wavevec-

tor, ~k, is obtained from

~2k2

2m∗
= (E − Ec) . (9.5)
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Fig. 9.2 Illustration of two simple quantum wells. The direction of confinement is the

y-direction and electrons are free to move in the x-z plane. Left: Rectangular quantum
well with infinitely high barriers. Right: Triangular quantum well with infinitely high

barriers.

The solution to the wave equation for a quantum well is the product

of a plane wave in the x-z plane times a function in the y-direction that

depends on the shape of the quantum well in the y-direction,

ψ(x, y, z) =
1√
A
ei(

~k||·~ρ) × φ(y) , (9.6)

where A is an area in x-z plane used to normalize the wavefunction in the

x− z plane. To find φ(y), we solve[
− ~2

2m∗
d2

dy2
− Ec(y)

]
φ(y) = Eφ(y) . (9.7)

Consider the rectangular quantum well on the left of Fig. 9.2 and take

Ec = 0. The solutions to eqn. (9.7) are φ(y) = sin(kyy) and cos(kyy),

where

~2k2
y

2m∗
= ε = E −

~2k2
||

2m∗
. (9.8)

The boundary conditions are φ(0) = φ(t) = 0 because the infinitely high

barriers force the wave function to zero at the boundaries. Only sin(kyy)

satisfies the boundary condition at z = 0, and to satisfy the boundary

condition at y = t, ky must take on discrete values of

kyt = mπ , (9.9)
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where m = 1, 2, .... The result is that the energy in eqn. (9.8) becomes

quantized; only the energies

εm =
~2m2π2

2m∗t2
, (9.10)

are allowed. The total energy is

E =
~2
(
k2
|| + k2

m

)
2m∗

= εm +
~2k2
||

2m∗
. (9.11)

Quantum confinement produces a set of subbands in the conduction band

(and a corresponding set in the valence band). For m = 1, the lowest energy

is ε1, but there is an additional kinetic energy of ~2k2
||/2m

∗ associated with

the electron’s velocity in the x-z plane. Quantum confinement effectively

raises the bottom of the conduction band. The number of subbands that are

occupied depends on the location of the Fermi level. The subband energies

are determined by the shape of the potential well and by the height of

the barriers. For the triangular quantum well shown on the right of Fig.

9.2, we also expect subbands, but the values of εm are different, and the

wavefunctions are Airy functions rather than sine functions. In general,

light effective masses and thin quantum wells give high subband energies,

as illustrated by Eq. (9.10) for the rectangular quantum well with infinite

barriers.

In addition to changing the energies of electrons in the conduction and

valence bands, quantum confinement also changes the spatial distribution of

electrons. For the rectangular quantum well, n(y) ∝ sin2(kmy) for electrons

in the mth subband. The contributions from all of the occupied subbands

should be added to get the total electron density. The electrons in a quan-

tum well are free to move in the x-z plane, but can move very little in the

y-direction. They are called quasi-two-dimensional electrons.

The two-dimensional nature of the electrons changes the density of

states. Instead of the bulk density-of-states for 3D (unconfined) electrons

[1], we have for each subband, m [1, 2]

Dm
2D = gmv

m∗m
π~2

Θ(E − εm) . (9.12)

Instead of n = N3DF1/2(ηF ) m−3 for the 3D carrier density, we have for

the 2D sheet carrier density,

nmS = Nm
2DF0(ηmF ) m−2 , (9.13)
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where

Nm
2D ≡ gmv

m∗mkBT

π~2
, (9.14)

is the effective density-of-states in 2D, and

ηmF = (EF − εm) /kBT , (9.15)

F0(ηmF ) ≡
∫ ∞

0

η0 dη

1 + eη−η
m
F

= ln (1 + eηF ) . (9.16)

To get the total electron density, we add the contributions of all of the

occupied subbands.

To relate this discussion to MOSFETs, note that the quantum well on

the left of Fig. 9.2 is similar to what happens in an ETSOI MOSFET

where the quantum confinement is produced by the ultra-thin Si film. The

quantum well on the right of Fig. 9.2 is like the quantum well produced

electrostatically in a bulk MOSFET when the gate voltage strongly inverts

the semiconductor. The direction of confinement (the y-direction) is nor-

mal to the channel of the MOSFET and electrons are free to move in the

x− z plane, which is the plane of the channel.

Bandstructure effects

Some interesting effects occur when electrons in the conduction band of Si

are confined in a quantum well. Figure 9.3 shows the constant energy sur-

faces for electrons in the conduction band of Si. The lowest energies occur

at six different locations in the Brillouin zone along the three coordinate

axes (the valley degeneracy is gv = 6). The constant energy surfaces are

ellipsoids of revolution described by

E =
~2k2

x

2m∗xx
+

~2k2
y

2m∗yy
+

~2k2
z

2m∗zz
. (9.17)

There are two different effective masses, a heavy, longitudinal effective mass,

m∗l and a light, transverse effective mass, m∗t . For Si, m∗l = 0.90m0 and

m∗t = 0.19m0. For example, for the ellipsoids oriented along the x-axis,

m∗xx = m∗l and m∗yy = m∗zz = m∗t .

According to eqn. (9.10), the subband energies are determined by the

effective mass, but which effective mass should we use? The answer is to

use the effective mass in the direction of confinement, the y-direction in

this case. From Fig. 9.3, we see that for (100) Si with confinement in the
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y-direction two of the six ellipsoids have the heavy, longitudinal effective

mass in the y-direction and four of the six have the light, transverse effective

mass in the y-direction. The result is two different series of subbands – an

unprimed ladder of subbands with the energies determined by m∗l and a

degeneracy of gv = 2, and a primed ladder of subbands with the energies

determined by m∗t and a valley degeneracy of 4. The lowest subband is

the m = 1 unprimed subband. In the x-z plane, electrons in these two

degenerate subbands respond with the light, transverse effective mass.

In the simple examples considered in this lecture, we will assume that

only the bottom, unprimed subband (for which the mass in the confinement

direction is m∗ = m∗l and the mass in the x− z plane is m∗ = m∗t ) is occu-

pied. If higher subbands are occupied, the different subband energies and

the different effective masses in the x and z directions must be accounted

for, and the total sheet carrier density is the sum of the contribution from

each occupied subband.

Fig. 9.3 Left: A sketch of the constant energy surfaces for electrons in silicon. Right:
the corresponding unprimed and primed “ladders” of subbands for (100) Si. The effective

masses listed here are the confinement masses in the y-direction.
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9.3 The mobile charge

The mobile electron charge is

Qn = −q
∫ tSi

0

n(y)dy = −qnS C/m2 , (9.18)

where tSi is the thickness of the silicon layer. Consider the quantum well

shown in Fig. 9.4 for which two subbands in the conduction and valence

bands and the Fermi level are shown. If we were to treat the electrons as

classical particles, the electron density would be uniform in the well with a

value of

n0 = N c
3DF1/2 [(EF − EC)/kBT ] m−3

nS = n0tSi m−2 ,
(9.19)

where N c
3D is the effective density of states for three-dimensional electrons,

n0 the volume density of electrons, and nS the sheet density.

Fig. 9.4 Extremely thin silicon on insulator energy band diagram. Only the silicon
layer is shown. Two subbands are shown in the conduction band and in the valence

band.

Quantum confinement creates a series of conduction bands (and valence

bands; these are the so-called subbands); the bottom of each one is at
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an energy, EC + εm. Quantum confinement also changes the electron’s

wave function; for a infinite potential well ψ(y) ∝ sin(mπy/tSi). The den-

sity of electrons per m3 in each subband is n(y), which is proportional to

ψ∗(y)ψ(y) = sin2(mπy/tSi). The spatial distribution of electrons inside the

quantum well is given by n(y). The integrated total electron density per

m2, eqn. (9.18), is found by integrating the 2D density of states times the

Fermi function. The result for subband m is, from eqn. (9.13),

nmS =

∫ tSi

0

n(y)dy =

∫ ∞
0

D2D(E)f0(E)dE

= N c
2Dm ln

(
1 + e(EF−EC−εcm)/kBT

)
,

(9.20)

where N c
2Dm is given by eqn. (9.14). The total sheet electron density is

found by summing the contributions from each subband.

In this lecture, we will assume that only the lowest subband is occupied,

which is a reasonable assumption when the well is very thin and the subband

energies are widely spaced. Accordingly, the electron charge per m2 is

Qn(ψS) = −qnS = −qN c
2D1 ln

(
1 + e(EF−EC−εc1)/kBT

)
. (9.21)

In an ETSOI MOS structure, a gate is used to change the potential,

ψS , in the quantum well. The geometry of the ETSOI MOS capacitor is

shown in Fig. 9.5. A symmetrical, double gate structure is assumed. The

same voltage is applied to the top and bottom gates, and the Fermi level is

grounded. We also assume that the Si layer is thin enough and the electron

density small enough so that the bottom of the well is nearly flat, which

means that the electrostatic potential in the well, ψS , is not a function of

y. (More generally, we would need to solve the Schrödinger equation self-

consistently with the Poisson equation to solve for ψ(y) [3].) With these

assumptions, eqn. (9.21) becomes

Qn(ψS) = −qnS = −qN c
2D1 ln

(
1 + e(EF−EC0+qψS−εc1)/kBT

)
, (9.22)

where EC = EC0 − qψS and ψS is controlled by the potential of the two

gates. Here EC0 is the location of EC when ψS = 0, which is determined

by the gate workfunction. Finally, we will assume non-degenerate carrier

statistics, so that the ETSOI results can be compared directly with the

bulk MOS results discussed in Lecture 8, which also used non-degenerate

carrier statistics. Our final expression for Qn(ψS) is

Qn(ψS) = −qnS = −qN c
2D1e

(EF−EC0+qψS−εc1)/kBT , (9.23)
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Equation (9.23) can be written as

Qn(ψS) = −qnS0 e
qψS/kBT , (9.24)

where

nS0 = N c
2D1 e

(EF−EC0−εc1)/kBT . (9.25)

Similarly, the hole charge can be written as

Qp(ψS) = qpS0 e
−qψS/kBT , (9.26)

where

pS0 = Nv
2D1e

(EV 0−εv1−EF )/kBT . (9.27)

Fig. 9.5 Extremely thin silicon on insulator channel structure. A symmetrical double

gate structure will be examined. The top and bottom gate insulators are identical and the

same voltage is applied to both the top and bottom gates. The Fermi level is grounded,
so EF is the equilibrium Fermi level. The electric field in the y-direction is symmetrical

about the dashed line.

Our first objective is to understand how the charge in the semiconductor

varies with the potential in the semiconductor – that is, we want to compare

QS(ψS) for the ETSOI structure with the corresponding result for the bulk

MOS structure, as summarized in Fig. 6.11.

If the ETSOI structure is undoped, then the charge in the silicon is due

only to mobile holes and electrons:

QS(ψS) = q(pS − nS)

= q
(
pS0 e

−qψS/kBT − nS0 e
qψS/kBT

)
C/m2 .

(9.28)

If we assume that the reference for the potential has been chosen so that

for ψS = 0, nS0 = pS0 = nSi, then

QS(ψS = 0) = 0 , (9.29)
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and we can write eqn. (9.28) as

QS = qnSi

(
e−qψS/kBT − eqψS/kBT

)
C/m2 . (9.30)

If we are dealing with an n-channel MOSFET, then we are interested in

the sheet density of mobile electrons,

nS(ψS) = nSi e
qψS/kBT m−2 . (9.31)

Figure 9.6 illustrates how the gate voltage affects the energy bands.

For positive gate voltage, the potential in the semiconductor increases, the

conduction band decreases in energy and moves closer to the Fermi level,

and the electron concentration increases exponentially. For a negative gate

voltage, the valence band moves up, and the hole concentration increases

exponentially. Figure 9.7 shows the resulting QS(ψS) characteristic, which

should be compared to Fig. 6.11 for the bulk MOSFET. For the ETSOI

structure, we have assumed undoped silicon, so there is no
√
ψS region due

to depletion. As soon as ψS is positive or negative enough, a large electron

or hole density builds up. In strong inversion or in accumulation, the charge

in the bulk MOS structure increased exponentially with surface potential.

The same happens for the ETSOI structure, but note that the inversion or

accumulation charge varied as exp(qψS/2kBT ) for the bulk case and that

it varies as exp(qψS/1kBT ) for the ETSOI case. This difference can be

traced to the fact that the potential well in the bulk case is related to the

surface electric field while in the ETSOI case, the thin Si film itself creates

the potential well.

Exercise 9.1: Intrinsic electron sheet density

Equation (9.30) is analogous to eqns. (8.14) and (8.15) for the bulk MOS

structure, but to evaluate (9.30), we need to compute nSi. In general,

nS0 is the electron sheet density when ψS = 0; it depends on where the

Fermi level is located, which in turn depends on the workfunction of the

gate electrode. In this exercise, we will assume that the semiconductor is

intrinsic when ψS = 0, so nS0 = pS0 = nSi. We’ll evaluate nSi assuming
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Fig. 9.6 Illustration of how a negative, zero, and positive electrostatic potential, ψS

affect the ETSOI energy band diagram.

Fig. 9.7 Sketch of the net charge in the semiconductor vs. the potential in the semicon-
ductor. This sketch should be compared to the corresponding sketch for the bulk MOS

structure, Fig. 8.11.

some typical numbers for a Si ETSOI structure:
tSi = 5 nm

m∗l = 0.92m0

m∗t = 0.19m0

m∗hh = 0.54m0

EG = 1.125 eV

T = 300 K .
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First, let’s compute some quantities we’ll need. The lowest n = 1 subband

for the conduction band comes from the two ellipsoids oriented along the

confinement direction for which m∗ = m∗l . For holes, the first subband

comes from the heavy hole valence band for which m∗ = m∗hh. Using eqn.

(9.10), we find

εc1 = 0.016 eV

εv1 = 0.028 eV .

Quantum confinement increases the effective bandgap because the conduc-

tion begins at EC + εc1 and the top of the valence band is at EV − εv1. The

effective bandgap for ETSOI structure is

E′G = EG + εc1 + εv1 = 1.169 eV .

The 2D effective density-of-states is given by eqn. (9.14). For the first

subband in the conduction band, the valley degeneracy is two, and the

effective mass in the x − z plane is m∗t , so the density-of-states effective

mass is m∗D = 2m∗t . For the valence band, there is one heavy hole band, so

gv = 1 and m∗D = m∗hh. Putting numbers in eqn. (9.14), we find

N c
2D = 4.11× 1012 cm−2

Nv
2D = 5.84× 1012 cm−2 .

From eqns. (9.25) and 9.27), we find the sheet carrier densities as

nS = N c
2De

(EF−EC−εc1)/kBT

pS = Nv
2De

(EV −EF−εv1)/kBT .

By multiplying the two equations, we see that

nSpS = N c
2DN

v
2De
−E′G/kBT = n2

Si

is independent of the location of the Fermi level. When the quantum well is

intrinsic, nS = pS =
√
nSpS . We call this concentration the intrinsic sheet

carrier concentration, nSi, and find it as

nSi =
√
nSpS =

√
N c

2DN
v
2D e−E

′
G/2kBT m−2 .

Note the similarity of this expression to the standard expression for the

intrinsic carrier density in a bulk semiconductor [1]. Putting in the numbers

we’ve computed we find

nSi = 8.5× 102 cm−2 ,

which is a very small number. It is likely that this small number would

be overwhelmed by charges at the oxide-Si interface or by unintentional

dopants in the Si film.
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9.4 The mobile charge below threshold

In Lecture 8, we developed one expression for Qn(ψS), eqn. (8.6), but the

average electric field in the electron layer was different below and above

threshold, so we needed to develop separate expressions for Qn(ψS) below

and above threshold. For the ETSOI structure,

Qn(ψS) = −qnSi eqψS/kBT , (9.32)

where we have assumed that the Fermi level is set so that nS0 = nSi when

ψS = 0. This expression is valid both below and above threshold.

Our next step is to relate Qn(ψS) below threshold to the gate voltage.

From Fig. 9.5 we see that there is a line of symmetry along the middle of

the channel (dashed line). Half of the charge in the semiconductor images

on the top gate and the other half on the bottom gate. Because of this

symmetry, we only need to relate the voltage on the top gate to the charge

in the top half of the channel. Our starting point is eqn. (7.1), which is

V ′G = ∆Vox + ψS . (9.33)

According to Gauss’s Law, the electric field at the top oxide-Si interface

is obtained from

εsEox = −QS(ψS)

2
= −Qn(ψS)

2
. (9.34)

The potential drop across the oxide is

∆Vox = Eoxtox . (9.35)

Using eqns. (9.33), (9.34), and (9.35), we find

V ′G = −Qn(ψS)

2Cox
+ ψS . (9.36)

Below threshold, the charge in the semiconductor is very small, so the volt

drop across the oxide is very small and eqn. (9.36) simplifies to

V ′G = ψS . (9.37)

For the bulk MOS structure, we saw that ψS = V ′G/m, where m > 1, but

in the double gate ETSOI case m = 1. The fact that the gate has complete

control of ψS is an advantage of the ETSOI double gate structure.

It is now easy to convert eqn. (9.32) to an expression for Qn(VG) below

threshold,

Qn(VG) = −qnSi eqVG/kBT . (9.38)
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Equation (9.38) describes the electron charge in the subthreshold region.

For the bulk MOS structure, ψS = 2ψB produced an electron density at

the surface that was equal to the hole density in the bulk, and we used this

potential to define the end of weak inversion as ψS = 2ψB . We cannot use

this definition in this case, because the ETSOI structure is not doped. In

this case, we might argue that when the conduction band has been pulled

down so that EF = EC + εc1, then the electron concentration will become

significant. Equation (9.4) shows that when this condition holds and when

non-degenerate statistics are used, then nS = N c
2D. Accordingly, we can

find the semiconductor potential at the onset of inversion from

nS(ψS) = nSi e
qψS/kBT = N c

2D , (9.39)

which gives the potential at the onset of inversion as

ψinv
S =

kBT

q
ln

(
N c

2D

nSi

)
. (9.40)

From eqn. (9.36) and recognizing that at the onset of inversion, the

charge in the semiconductor is very small and, therefore, the voltage drop

across the oxide is negligible, we find

V ′T = ψinv
S =

kBT

q
ln

(
N c

2D

nSi

)
. (9.41)

Using eqn. (9.41) in (9.38), we can eliminate nSi and write the result as

Qn(VG) = −CQ
kBT

q
eq(VG−VT )/kBT , (9.42)

where

CQ = q2D2D , (9.43)

is called the quantum capacitance. (Here D2D is the two-dimensional

density-of-states.) We will discuss the quantum capacitance later; at this

point, it is simply a convenient way to express the various constants and

material parameters in eqn. (9.42).

Equation (9.42) is the key result, it should be compared to eqn. (8.12)

for the bulk MOS case. In both cases, we see that the subthreshold charge

increases exponentially with gate voltage. The difference is that the double

gate device has an ideal subthreshold slope, m = 1, while the bulk MOS

structure typically has m ≈ 1.1− 1.3. This means that for a given increase

in gate voltage, the electron charge in a double gate structure will increase

more than in a bulk MOS structure.
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Exercise 9.2: Semiconductor potential at the beginning of

inversion

For the bulk MOS structure, the surface potential at the onset of inversion

was ψS = 2ψB . For the ETSOI structure, we have defined the onset of

inversion with eqn. (9.40). How does ψinvS for the ETSOI structure compare

to ψinvS = 2ψB for the bulk structure?

Using numbers from Exercise 9.1 in eqn. (9.40), we find

ψinv
S =

kBT

q
ln

(
N c

2D

nSi

)
= 0026 ln

(
4.11× 1012

8.5× 102

)
= 0.58 V .

The result that qψS is about one-half of the effective band gap is ex-

pected. The Fermi level for ψS = 0 was positioned near the middle of the

band gap, so than nS0 = pS0 = nSi. The potential at the onset of inversion

is such that it lowers EC0 + εc1 to EF , which is our criterion for inversion.

In this example, the required bandbending for inversion is about one-

half of the result for the bulk MOS structure because in the bulk structure,

the Fermi level in the p-type bulk is positioned near the valence band, so

the bandbending must be almost the bandgap to bring the Fermi level in

alignment with the conduction band.

9.5 The mobile charge above threshold

Equation (9.32) applies for surface potentials below and above threshold.

Below threshold, we could assume that the voltage drop across the oxide

was small and relate the subthreshold electron charge to the gate voltage

according to eqn, (9.42.). Above threshold, the voltage drop across the

oxide becomes very large, and Qn(VG) changes.

Equation (9.32) gives Qn(ψS), and eqn. (9.36) relates the surface poten-

tial to the gate voltage. We could compute Qn(VG) numerically by solving

these two equation, but such a calculation shows that Qn increases approx-

imately linearly with VG for VG > VT , i.e. Qn ∝ (VG − VT ) for VG > VT –

just as it was for the bulk MOS case. We find the slope of this line from

CG =
dQM
dVG

=
d(−QS)

dVG
=
d(−Qn)

dVG
. (9.44)

Differentiating eqn (9.36) with respect to (−Qn), we find

1

CG
=

1

2Cox
+

1

CS
, (9.45)
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and write the inversion charge above threshold as

Qn(VG) = −CG (VGS − VT ) , (9.46)

where CG is approximately constant. For CS � 2Cox, CG ≈ 2Cox. The

factor of two comes from the two gates in Fig. 9.5.

Because the semiconductor capacitance is finite, CG is a little less than

2Cox, just as it was for the bulk MOS case. Using eqn. (9.32) we find the

semiconductor capacitance for the ETSOI structure to be

CS(inv) =
d(−Qn)

dψS
=
−Qn
kBT/q

. (9.47)

Equation (9.47) should be compared to eqn. (8.22) for the bulk MOS

case. We see that the semiconductor capacitance for the ETSOI structure

is twice the corresponding value for the bulk structure.

Equation (9.47) and the corresponding result for the bulk case, eqn.

(8.22), assume non-degenerate carrier statistics. What happens in the de-

generate limit? In the degenerate limit, EF >> EC0 + εc1, and eqn. (9.20)

becomes

Qn = −qnS = −qN c
2D (EF − EC0 − εc1 + qψS)/kBT ) , (9.48)

so the semiconductor capacitance becomes

CS = Cinv =
d(−Qn)

dψS
=
q2N c

2D

kBT
= q2

(
m∗D
π~2

)
= q2D2D = CQ ,

(9.49)

where D2D is the two-dimensional density-of-states and CQ is known as

the density-of-states capacitance or the quantum capacitance that we saw

in eqn. (9.43).

For more general conditions (i.e. between the non-degenerate and fully

degenerate cases, multiple subbands occupied, thicker Si layers for which

bandbending in the Si layer is important, etc.), the semiconductor capac-

itance must be computed numerically. But the general point is that the

semiconductor capacitance is related to the density-of-states. For MOS

structures that use semiconductors with a light effective mass (e.g. III-

V semiconductors), we should expect the semiconductor capacitance and

overall gate capacitance to be reduced in comparison to silicon.

Finally, let’s re-write eqn. (9.45) as

CG =
(2Cox)CS

(2Cox) + CS
. (9.50)
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We might have expected the total gate capacitance of the double gate struc-

ture to be twice the gate capacitance of the corresponding single gate ET-

SOI structure, but it is actually a little less than twice the corresponding

single gate result. To see why, we can re-write eqn. (9.50) as

CG = 2×
[
Cox(CS/2)

Cox + (CS)/2

]
. (9.51)

The quantity in brackets is the series combination of Cox and CS/2. The

semiconductor capacitance is shared between the two gates, so each of the

two gates has a capacitance that is a little less than the capacitance of a

single gate SOI structure. For a discussion of these effects in single and

double gate ETSOI structures, see Majumdar [3].

Exercise 9.3: Inversion layer capacitance and capacitance

equivalent thickness

To get a feel for some of the numbers that result from the formulas devel-

oped in this lecture, consider the silicon example of Exercises 9.1 and 9.2

with the additional information:

κox = 4.0

tox = 1.8 nm .

1) What is the semiconductor capacitance when nS = 1× 1013 cm−2?

The sheet carrier density here is typical for the on-state of a modern MOS-

FET. (Note that it is expressed in units of cm−2, not in m−2 as it should

be for MKS units. This is common practice in semiconductor work, but we

have to be careful to convert to MKS units when evaluating formulas.)

From eqn. (9.47) we find

CS(inv) =
−Qn
kBT/q

=
qnS
kBT/q

= 61.6× 10−6 F/cm2 ,

which is twice the value found in Ex. 10.1 for the bulk MOS structure. In

comparison to the Cox = 2.0× 10−6F/cm2, this is a very large value, but it

is unrealistically large because Fermi-Dirac carrier statistics and quantum

confinement will lower CS significantly. Assuming complete degeneracy, we

can evaluate CS from eqn. (9.49). We find

CS = CQ = 25.4× 10−6 F/cm2 ,

which is less than one-half the value obtained assuming non-degenerate

statistics.
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2) What is the gate capacitance?

According to eqn. (9.50)

CG =
(2Cox)CS

(2Cox) + CS
=

2Cox
1 + 2Cox/CS

.

Putting in numbers, we find

CG =
2Cox

1 + 4.0/25.4
= 0.86 (2Cox) = 3.44× 10−6 F/cm2 .

As expected, CG < 2Cox.

3) What is the Capacitance Equivalent Thickness, CET?

First, recall the definition of CET from eqn. (7.32) and adjust for the two

gates:

CG/2 ≡
εox
CET

→ CET =
εox
CG/2

.

Inserting numbers, we find

CET =
4.0× 8.854× 10−14

1.72× 10−6
= 2.06 nm .

Note that the CET is a little thicker than the actual oxide thickness of 1.8

nm and that the effect is greater than in Exercise 8.1 because of our use of

Fermi-Dirac statistics and because CS is shared between the two gates.

4) What is the semiconductor surface potential when nS = 1× 1013 cm−2?

From eqn. (9.31), we have

ψS =
kBT

q
ln

(
nS
nSi

)
.

Inserting numbers, we find

ψS(nS = 1× 1013 cm−2) = 0.60 V .

Recall that we defined the onset of inversion to be at ψinvS = 0.58, so this

value is a little higher. For the bulk MOS example, the surface poten-

tial in strong inversion was several kBT/q larger than 2ψB . In this case,

the surface potential in strong inversion is about one kBT/q larger than

ψinvS , The difference is partially due to the fact that for the ETSOI struc-

ture, Qn varies as exp(qψS/kBT ) and for the bulk structure, Qn varies as

exp(qψS/2kBT ), so it takes more bandbending in the bulk case to increase
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the inversion layer charge.

5) What is the semiconductor surface potential when Fermi-Dirac statistics

are used?

Equation (9.22) relates nS to ψS for general carrier statistics:

nS = N c
2D ln

(
1 + e(EF−EC0+qψS−εc1)/kBT

)
.

Assuming that ψS = 0 when nS = nSi and that the semiconductor is

non-degenerate when nS = nSi, we find

nSi = N c
2D e(EF−EC0+qψS−εc1)/kBT ,

which can be used in the first equation to write

nS = N c
2D ln

(
1 +

nSi
N c

2D

e+qψS/kBT

)
,

which can be solved for

ψS =
kBT

q
ln

[
N c

2D

nSi

(
enS/N

c
2D − 1

)]
.

Using numbers from Exercise 9.1,

N c
2D = 4.11× 1012 cm−2

nSi = 8.5× 102 cm−2 .

with nSi = 1× 1013 cm−2, we find

ψS(nS = 1× 1013 cm−2) = 0.64 V ,

which is 0.04 V larger than the value obtained with Maxwell-Boltzmann

statistics.

9.6 Surface potential vs. gate voltage

Figure 7.3 summarized ψS vs. VG for a bulk MOS structure. Below thresh-

old, ψS = VG/m, where m is a little larger than 1. Above threshold, ψS
varied slowly with VG because m became very large so most of the increase

in gate voltage went into the volt drop across the oxide, not the semicon-

ductor. We expect qualitatively similar results for the ETSOI structure.

Figure 9.8 compares ψS vs. VG for a bulk and ETSOI MOS structures.

In the subthreshold region, ψS = VG because m = 1 for the double gate

structure. Above threshold, ψS varies slowly with VG for the same reasons

as for the bulk structure. In fact, the variation is a little weaker with VG,

because the inversion charge in an ETSOI structure increases more rapidly

with ψS .
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Fig. 9.8 The surface potential vs. gate voltage. The solid line sketches the ETSOI
characteristic, and the dashed line shows the corresponding characteristic for a bulk

MOS structure. The sketch assumes that for ψS = 0, the Fermi level is near the valence

band in both cases.

9.7 Discussion

In this section we have shown that the electron charge, Qn(ψS), varies

exponentially with ψS both below and above threshold. The dependence

below threshold, eqn. (9.32), is as exp(ψS/kBT ), and the dependence above

threshold, is the same. These results are very similar to those obtained for

the bulk MOS case, eqns. (8.12) and (8.15).

Below threshold, Qn(VG) varies exponentially with VG because ψS =

VG) (see eqn. (9.42)). Above threshold, however, Qn(VG) varies linearly

with VG as given by eqn. (9.46). Again, the results are similar to the

corresponding results for the bulk MOS case.

To summarize, we have derived eqns. (9.42) and (9.46) to describe

Qn(VG) for the ETSOI MOS structure below and above threshold. For the
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double gate ETSOI structure, we found

VG � VT :

Qn(VG) = −CQ
(
kBT

q

)
eq(VG−VT )/kBT

VG � VT

Qn(VG) = −CG (VG − VT ) .

(9.52)

and for the bulk MOS structure, we found

VG � VT :

Qn(VG) = −(m− 1)Cox

(
kBT

q

)
eq(VG−VT )/mkBT

VG � VT

Qn(VG) = −CG (VG − VT ) .

Specifics depend on the actual channel structure (e.g. bulk, double

gate ETSOI, single gate ETSOI, etc.), but these two examples show that

in general, Qn varies exponentially with VG below threshold and linearly

with VG above threshold. The general Qn(VG) relation can be evaluated

numerically, but as we’ll discuss in Lecture 11, an empirical expression that

reduces to the correct result below and above threshold can also be used.

9.8 Summary

In this lecture, we have discussed how Qn in an ETSOI structure varies

with surface potential and with gate voltage, considering both the sub-

threshold and above threshold regions. The correct results in subthreshold

and in strong inversion are readily obtained, but a numerical solution (or an

empirical one) is needed to cover the entire range. The results show that

one-dimensional electrostatics is similar in bulk and ETSOI MOS struc-

tures. In the next lecture we’ll consider two-dimensional electrostatics and

will explain why the double gate structure is preferable for very short chan-

nel lengths.
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10.1 Introduction

In the previous two lectures, we discussed one-dimensional electrostatics

by asking how the potential in the semiconductor varied in response to

the gate voltage. In a short channel transistor, however, the source and

drain potentials can produce strong electric fields along the direction of

the channel. As suggested by Fig. 10.1, the electrostatic potential in the

channel of a short channel MOSFET should vary strongly in both the x and

y directions. Two-dimensional electrostatics have important consequences

for the operation of a transistor. As shown on the left of Fig. 10.2, the

application of a large drain bias shifts the log10 IDS vs. VGS characteristics

to the left. In Lecture 2, the shift in the characteristics was related to

the DIBL device metric; as defined in Fig. 2.12, DIBL = −∆VGS/∆VDS ,

where ∆VGS is the change in gate voltage needed to keep the drain current

constant when the drain voltage changes by ∆VDS .
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Fig. 10.1 The region of interest for 2D MOS electrostatics. The electric field in the

channel is strong in the direction normal to the channel because of the gate voltage, and

it is strong along the channel when there is a significant drain bias.

If we pick a small current as the definition of when a transistor is “on”

(the horizontal dashed line in Fig. 10.2), then we see that the large drain

bias decreases the magnitude of the threshold voltage. Note that the thresh-

old voltage expression developed in Lecture 7 (eqn. 7.13) has no drain bias

in it because 2D electrostatics were not considered. Another manifestation

of 2D electrostatics is a channel length dependence to the threshold voltage,

as illustrated on the right of Fig. 10.2. The output resistance of a transis-

tor is also due to two-dimensional electrostatics. Our goal in this lecture is

to understand how 2D electrostatics affects the terminal characteristics of

MOSFETs.

Two-dimensional electrostatics can be treated by numerically solving

the 2D Poisson equation (in a very small transistor, the 3D equation should

be solved). Numerical simulations are indispensable for designing modern

transistors. Our goal in this lecture, however, is not quantitative predictions

but, rather, to develop physical insight.
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Fig. 10.2 Illustration of how 2D electrostatics affects the terminal performance of a short

channel transistor. Left: DIBL, which shifts the log10 IDS vs. VGS transfer characteristic
to the left. This behavior can also be interpreted as a reduction in threshold voltage

with increasing drain bias. Right: VT roll-off, which is the reduction of VT for short

channel lengths.

10.2 The 2D Poisson equation

Gauss’s Law states that

∇ · ~D(x, y) = ρ(x, y) , (10.1)

where ~D is the displacement vector and ρ the space charge density. The

displacement field is related to the electric field by

~D(x, y) = εs~E(x, y) , (10.2)

and the dielectric constant, εs, is assumed to be a constant in the semi-

conductor and another constant in the oxide. The electrostatic potential is

related to the electric field by

~E(x, y) = −~∇ψ(x, y) . (10.3)

Putting these equations together, we obtain the 2D Poisson equation as

∂2ψ

∂x2
+
∂2ψ

∂y2
= −ρ(x, y)

εs
. (10.4)

Equation 10.4 is to be solved in the channel region of the MOSFET. We

are most interested in the subthresold region, or just at the beginning of

inversion where 2D electrostatics leads to DIBL and VT roll-off. In the

subthreshold region

ρ(x, y) ≈ q
[
N+
D (x, y)−N−A (x, y)

]
≈ −qNA , (10.5)
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where the last expression comes by assuming that there are only p-type

dopants in the channel, that they are fully ionized, and that their concen-

tration is uniform.

The gate oxide and the gate electrode are also part of the channel region

and must be included to evaluate ψ(x, y) in the channel. The oxide has a

different dielectric constant, and the charge in the oxide can usually be

neglected, so eqn. (10.4) becomes the Laplace equation in the oxide:

∂2ψ

∂x2
+
∂2ψ

∂y2
= 0 . (10.6)

In general, a numerical solution to eqns. (10.4) and (10.6) is needed

to find ψ(x, y). In the next section, we’ll discuss some qualitative ways to

understand what to expect from these numerical solutions.

Our focus in this lecture will be on short channel transistors for which

2D electrostatics are strong. For a long channel transistor, the potential

varies slowly along the direction of the channel, so

∂2ψ

∂x2
� ∂2ψ

∂y2
, (10.7)

and eqn. (10.4) reduces to the 1D Poisson equation discussed in Lectures 6-

9. Most of traditional MOSFET theory is based on the assumption of eqn.

(10.7), and the approach is known as the gradual channel approximation.

The standard approach to modeling short channel MOSFETs is to develop

a model for a long channel transistor and then to add the effects produced

by 2D electrostatics to the model. References [1-4] discuss this approach.

10.3 Threshold voltage roll-off and DIBL

We begin we re-writing eqn. (10.4) in depletion as

∂2ψ

∂y2
=
qNA
εs
− ∂2ψ

∂x2
. (10.8)

In an n-channel MOSFET, the electrostatic potential increases from the

source to the drain, so dψ/dx > 0. In practice, we find that the electric

field, −dψ/dx, also increases from the source to the drain, so we conclude

that the curvature, d2ψ/dx2, is positive. This can be clearly seen from

numerical simulations, as shown in the computed energy band diagrams of

Fig. 10.3 (which are the same as Figs. 3.5 and 3.6). It is clear that under

both low and high drain bias, EC(x) has negative curvature, so ψ(x) has a

positive curvature.
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Fig. 10.3 Simulations of Ec(x) vs. x for a short channel transistor. Each line corre-

sponds to a different gate voltage, with the gate voltage increasing from the top down.
Left: Low drain bias. Right: High drain bias. The simulations are the same as those

in Figs. 5.5 and 5.6. (Mark Lundstrom and Zhibin Ren, “Essential Physics of Carrier

Transport in Nanoscale MOSFETs,” IEEE Trans. Electron Dev., 49, pp. 133-14, 2002.)

Realizing that ψ(x) has positive curvature, we can write eqn. (10.8) as

∂2ψ

∂y2
=
qNA|eff

εs
. (10.9)

where

NA|eff =
qNA
εs
− ∂2ψ

∂x2
< NA . (10.10)

Equation (10.9) is a 1D Poisson equation for ψ(y) with an “effective doping

density” that is lower than the actual doping density. According to eqn.

(7.13), the threshold voltage is related to the doping density as

VT = VFB +

√
2qεsNA(2ψB)

Cox
+ 2ψB . (10.11)

Because 2D electrostatics effectively lowers NA, we expect it to decrease the

threshold voltage. As we decrease the channel length, d2ψ/dx2 increases,

which reduces the effective doping and lowers the threshold voltage. This

explains why VT decreases as the channel length decreases. With the same

argument, we can also understand DIBL and the reduction of VT with

increasing drain voltage at a fixed channel length. As the drain voltage

increases, d2ψ/dx2, increases, NA|eff decreases, and VT decreases.

Figure 10.4 presents another view of 2D electrostatics. Recall from

Lecture 3 that the source to channel energy barrier plays a critical role in

the operation of a transistor. In the ideal case, the height of the energy
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barrier is solely under the control of the gate voltage, and is not affected

by the drain voltage (top of Fig. 10.4). In a real device, the drain potential

reaches through and lowers the barrier (bottom of Fig. 10.4). The lower

barrier allows more current to flow at the given gate voltage. Alternatively,

a smaller gate voltage is needed to reach a specified current, because the

barrier is being pulled down by both the gate and drain potentials. This

drain-induced-barrier lowering causes the log10 ID vs. VGS characteristic

to shift to the left.

The barrier lowering view also helps explain why 2D electrostatics re-

duces the effective doping. For heavy doping, the bands are hard to bend,

but with 2D electrostatics, the drain helps the gate pull the barrier down.

From the perspective of a 1D Poisson equation, the doping density has been

effectively lowered, as in eqn. (10.9). The length of the region over which

the drain potential is felt is, to first order, the depletion width of the drain-

channel NP junction. In practice, the length of this region depends on the

2D geometry of the transistor as will be discussed in the next section.

10.4 Geometric screening

Screening is a general phenomena in metals and semiconductors. If a charge

perturbation is produced, mobile carriers rearrange themselves to neutralize

(“screen out”) the charge. The characteristic distance over which the charge

is screened out is the screening length, or Debye length, LD,

LD =

√
εskBT

q2n0
, (10.12)

where n0 is the electron density. (Non-degenerate carrier statistics are

assumed in eqn. (10.12).)

In a MOSFET, there is another way that electric fields can be screened

out. Figure 10.5 is an illustration of what is called “geometric screening.”

The lines that emanate from the drain are electric field lines. Three different

structures are show; a bulk MOSFET, a single gate (SG) SOI MOSFET,

and a double gate (DG) MOSFET. For the DG SOI MOSFET, the field

lines are seen to terminate on the two metal gates. On average, they only

reach a distance, Λ, into the channel. If Λ < L, then the electric field

from the drain cannot reach to the beginning of the channel and pull down

the barrier. DIBL is low. The precise value of the geometric screening

length is determined by the two-dimensional geometry, but intuitively, it
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Fig. 10.4 Illustration of the effect of a drain voltage on the source to channel energy

barrier. Top: No DIBL – the drain voltage has no effect on the height of the barrier.
Bottom Significant DIBL. The drain voltage lowers the barrier a small amount.

is clear that the more we surround the channel with the gate electrode,

the more effective this geometric screening will be. In Fig. 10.5, the DG

SOI MOSEFT has the strongest geometrical screening (shortest Λ) and,

therefore, suffers the least from 2D electrostatics.

While a calculation of Λ for an arbitrary geometry can get complicated

([5-6]), an heuristic derivation shows what Λ depends on. First, recall the

1D Poisson equation in the direction normal to the channel,

∂2ψ

∂y2
=
qNA
εs

. (10.13)

We can also write phenomenologically

∂2ψ

∂y2
≈ VG − ψS

Λ2
, (10.14)
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Fig. 10.5 Geometric screening in three types of MOSFETs: Left: a bulk MOSFET.
Top right: A single gate SOI MOSFET. Bottom right: a double gate MOSFET. In a

well-designed MOSFET, the lines representing the electric field from the drain penetrate

only a distance, ≈ Λ, into the channel because most terminate on the top and bottom
gate electrodes. (After David Frank, Yuan Taur, and Hon-Sum Philip Wong, “Future

Prospects for Si CMOS Technology,” Technical Digest, IEEE Device Research Conf., pp.

18-21,1999.)

which simply says when VG > ψS , then ∂2ψ/∂y2 will be positive and 1/Λ2

is the constant of proportionality. By equating these two expressions, we

find
VG − ψS

Λ2
=
qNA
εs

. (10.15)

We also know the solution to the 1D MOS problem in depletion,

VG = −QD(ψS)

Cox
+ ψS =

qNAWD

Cox
+ ψS , (10.16)

where WD is the width of the depletion layer at the surface. From eqns.

(10.15) and (10.16), we find

Λ =

√
εs
εox

WDtox . (10.17)

Using eqn. (10.8), and (10.14), we can write the 2D Poisson equation

as
d2ψS
dx2

+
VG − ψS

Λ2
=
qNA
εs

, (10.18)

where we have specified that we want the solution at the surface, ψS(x) =

ψ(x, y = 0). With a change variables to

φ = ψS − VG +
qNA
εs

Λ2 (10.19)
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eqn. (10.18) becomes

d2φ

dx2
− φ

Λ2
= 0 , (10.20)

which is a simple differential equation with solutions that vary as

exp(±x/Λ), where Λ is given by eqn. (10.17).

We conclude that for a MOSFET, the characteristic length over which

potential perturbations die out is the geometric scaling length, Λ. If L >

Λ, then short channel effects such as DIBL will be modest. Typically,

L ≈ (1.5− 2)Λ is adequate for modest short channel effects. According to

eqn. (10.17), a thin oxide is beneficial and so is a thin depletion region. As

illustrated in Fig. 10.5, for these cases, the electric field lines are more likely

to terminate either on the gate electrode or on the neutral semiconductor

bulk rather that reaching through and pulling down the barrier.

We have developed an approximate expression for the geometrical

screening length for a bulk MOSFET using heuristic arguments. The for-

mal derivation of Λ for a variety of MOS structures is discussed in [5, 6,

12]. In general, Λbulk > ΛDG−SOI > ΛNW . The shorter the geometric

screening length, the better the transistor. The general principle is that

the more the channel is surrounded by conductive plates, especially by the

gate electrode, the shorter the geometric screening length.

10.5 Capacitor model for 2D electrostatics

Figure 10.6 shows a useful way to view 2D electrostatics. As discussed in

Lecture 3, MOSFETs operate by modulating the energy barrier between

the source and the channel. Each capacitor in this figure represents the

electrostatic coupling of a terminal to the top of the energy barrier, the

virtual source (VS). The top of the barrier is near the middle of the channel

for low VDS and moves toward the source with increasing drain bias. As a

result, the capacitors in the circuit depend on the drain bias [7]. Solutions

to the 2D Poisson equation for the specific MOSFET geometry are needed

to evaluate the magnitude of each capacitor, but the capacitor analysis is

useful for the insight it provides. Figure 10.6 is for a bulk MOSFET with

its four terminals, source, drain, bulk, and gate, but similar circuits can be

drawn for other transistors, such as single and double gate SOI MOSFETs

[7].

To analyze the simple circuit shown in Fig. 10.6, we will use superpo-

sition and first assume that no voltage is applied to the terminals but that
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Fig. 10.6 The capacitor model of 2D electrostatics for a bulk MOSFETs. Each capacitor
represents the electrostatic coupling of an electrode (source, drain, bulk, gate) to the top

of the energy barrier, which is the virtual source. Note that the top of the barrier moves

with drain bias, from near the middle of the channel at low drain bias to near the source
at high drain bias, so the capacitors are voltage dependent, in principle.

there is a charge at the top of the barrier. The relevant circuit is shown on

the left of Fig. 10.7. The total capacitance at the VS is

CΣ = CG−V S + CS−V S + CD−V S + CB−V S , (10.21)

and the corresponding potential on the VS node is

ψS =
QS
CΣ

. (10.22)

Next, we will assume that there is a voltage on the gate, but that the

other three terminals are grounded. The relevant circuit is shown on the

right of Fig. 10.7. Voltage division gives the potential at the VS as

ψS =

(
CG−V S
CΣ

)
VG , (10.23)

and a similar procedure can be used for each of the other electrodes - apply

a voltage on the electrode of interest and ground all the others. After

adding the contributions for the four voltages along with the contribution

for charge present but with all of the voltages zero, the final result is

ψS =

(
CG−V S
CΣ

)
VG +

(
CS−V S
CΣ

)
VS +

(
CD−V S
CΣ

)
VD

+

(
CB−V S
CΣ

)
VB +

QS
CΣ

.

(10.24)
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Fig. 10.7 Simplified capacitor circuits for no voltages applied but with charge, QS , on
the virtual source (Left) and with no charge and a voltage applied to the gate (Right).

Equation (10.25) should be compared to the corresponding 1D result,

eqn. (7.11),

VG = − QS
Cox

+ ψS

ψS = VG +
QS
Cox

.

(10.25)

The 2D result reduces to the 1D result when the oxide capacitance is much

larger that the others. In this case, the potential at the top of the barrier is

totally controlled by the gate voltage, and voltages at the other terminals

have no effect. This behavior is what a transistor designer works to achieve.

There are two approaches – make the gate capacitance as large as possible

(make tox thin or use a material with a high dielectric constant) or reduce

the other capacitors by using geometric screening to electrostatically isolate

the other terminals from the top of the barrier.

Consider the case where only gate and drain voltages are applied and

the other terminals are grounded. Assuming subthreshold operation, where

the charge is negligible, eqn. (10.24) simplifies to

ψS =

(
CG−V S
CΣ

)
VG +

(
CD−V S
CΣ

)
VD . (10.26)

The gate and the drain voltages both affect the potential at the VS:
∂ψS
∂VG

=
CG−V S
CΣ

∂ψS
∂VD

=
CD−V S
CΣ

.

(10.27)
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For a well-designed transistor, we must have ∂ψS/∂VG � ∂ψS/∂VD so that

the gate control of ψS is much stronger than the drain. We also want ψS
to follow the gate voltage, i.e. ∂ψS/∂VG ≈ 1. Accordingly, the criteria for

a well-designed transistor are

CG−V S � CD−V S

CG−V S ≈ CΣ .
(10.28)

Thin gate oxides increase CG−V S , and geometric screening reduces CD−V S .

The capacitors in the equivalent circuit can be directly related to the

terminal characteristics of the MOSFET. Recall from eqn. (3.3) that the

drain current is exponentially related to the source to channel barrier,

IDS ∝ e−ESB/kBT = eqψS/kBT . (10.29)

We can write eqn. (10.26) as

ψS =
VG
m

+
DIBL

m
VD , (10.30)

where

m ≡ CΣ

CG−V S

DIBL ≡ CD−V S
CG−V S

.

(10.31)

Using eqn. (10.30), the drain current, (10.29), can be written as

IDS ∝ eqψS/kBT = eq(VG+DIBL×VD)/mkBT . (10.32)

The subthreshold swing at a constant drain voltage is defined according

to eqn. (2.1) as

SS =

[
∂ (log10 IDS)

∂VG

]−1

= 2.3mkBT (10.33)

and gives the change in gate voltage needed to increase the drain current

by a factor of 10. The subthreshold swing is controlled by the value of

m, which is ≥ 1, so SS ≥ 60 mV/decade. Assuming that CG−V S = Cox
and CB−V S = CD, the depletion capacitance of the semiconductor, eqn.

(10.31) gives

m = 1 +
CD
Cox

+
CS−V S + CD−V S

Cox
. (10.34)

Equation (10.34) should be compared to eqn. (7.31), which was derived

assuming 1D electrostatics. The first term (1) gives the ideal subthreshold
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swing. The second term is a 1D effect that accounts for the voltage division

between the gate and semiconductor depletion capacitance. This term is

missing in the fully depleted ETSOI structure but present in a bulk MOS-

FET. The third term in (10.34) is due to 2D electrostatics. We see that 2D

electrostatics increases m and therefore increases the subthreshold slope.

This effect, illustrated in Fig. 10.8, is undesirable, and transistor designers

work to minimize it.

Fig. 10.8 Illustration of how the drain to virtual source capacitor not only produces
DIBL (Left) but also increases the subthreshold swing (Center). Punch through (Right)

occurs when 2D effects are very strong and will be discussed in Sec. 10.7.

Finally, note that the capacitor model also describes DIBL. According

to eqn, (10.32), if we increase VD by ∆VD, then to keep the drain current

constant, we must decrease VG. The required change is VG is

∆VG = −DIBL×∆VD , (10.35)

which is how we defined DIBL in Lecture 2, Sec. 4.

To summarize, the capacitor model is a simple way to understand the

results of 2D solutions to the Poisson equation. For a well-designed MOS-

FET, the capacitance from the gate to the virtual source should dominate.

The other capacitors increase the subthreshold swing and produces DIBL.

10.6 Constant field (Dennard scaling)

Progress in semiconductor integrated circuits has been driven by device

scaling for the past 50+ years. Each technology generation (typically 1-2

years), the size of a transistor shrinks by a factor of two, so the number
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of transistors on an integrated circuit chip doubles. If the downscaling

of transistors is done properly, the performance of the integrated circuit

improves. When downscaling transistor dimensions, the main challenge is

to deal with the short channel effects caused by 2D electrostatics.

Figure 10.9 illustrates the goal of device scaling; it is to scale down the

linear dimensions of a transistor by a factor of κ and to do it so that the re-

sulting IV characteristic is a scaled version of the original IV characteristic

with all the currents and voltages reduced by the factor κ.

Fig. 10.9 The goal of device scaling. On the left is a transistor and its IV characteristics.
On the right is a scaled version of the transistor, where the scaling factor is κ > 1. If the

scaling is done properly, then a well-behaved IV characteristic results with all currents
and voltages scaled by the factor κ.

Figure 10.2 sketched the expected threshold voltage vs. channel length

characteristic of a MOSFET. The roll-off (decrease) of VT at small channel

lengths is due to the 2D electrostatic effects that we have discussed in

previous sections. Below some minimum channel length, Lmin, VT is too

small and too sensitive to L. Below Lmin, the subthreshold swing and

DIBL also become unacceptable, and the device may even punch through,

as discussed in the next section. The goal of scaling is to reduce Lmin by

the same scaling factor, κ, so that scaled transistors with L = Lmin/κ do

not suffer from severe short channel effects.
An approach to device scaling was first presented by R.H. Dennard and

colleagues [8] and served as a guide for scaling device for decades. The basic
idea is to reduce all dimensions by the scaling factor, κ, increase the doping
by the same factor, and reduce the power supply voltage by the same factor.



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

2D MOS Electrostatics 173

This approach maintains a constant electric field in the channel as devices
scale down. Dennard scaling consists of:

1) Scaling down all dimensions:

L,W → (L,W )/κ

tox → tox/κ

WD →WD/κ

yj → yj/κ

(10.36)

2) Increasing the channel doping:

NA → κNA (10.37)

3) Scaling down the power supply voltage:

VDD → VDD/κ . (10.38)

Here WD is the width of the depletion region,, yj is the source/drain junc-

tion depth, and VDD is the power supply voltage.

Consider how this works using some very simple arguments. First, the

average electric field is E ≈ VDD/L and since both VDD and L are scaled

by the same factor, the electric field in the channel of the scaled device is

the same as in the original device.

The low-field velocity is mobility times electric field. Assuming that

the mobility in the scaled device is the same as in the original device, the

velocity in the scaled device does not change. Dennard assumed that the

high field velocity was υsat, which is a material parameter that does not

change with scaling. So the velocity in the scaled device is the same as in

the original device.

It is important to scale depletion region thicknesses also. The drain

depletion region has a strong effect on 2D electrostatics and is given by

depletion theory as

WD =

√
2εs
qNA

(Vbi + VDD) .

If VDD � Vbi, then scaling the doping up by κ and VDD down by κ

results in WD scaling down by κ. If tox and yj are also scaled down, then

2D electrostatics in the scaled device will become strong at a channel length

that is κ times smaller than the original device. This process scales Lmin
down by approximately a factor of κ.
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The capacitances are

C =
εA

t
F ,

where t is the thickness of the oxide or depletion layer. Since all thicknesses

scale down by κ and area scales down by κ2, capacitances will scale down

by κ, but Cox, which is a capacitance per unit area will scale up by κ.

Now let’s consider the effect of Dennard scaling on some important

quantities. The inversion layer charge is

Qn = −Cox (VG − VT ) .

Since Cox scales up by κ and the voltages scale down by the same factor,

the inversion layer charge per unit area does not change with scaling.

Now consider the current,

IDS = WQnυ .

Since Qn and υ do not change with scaling and W scales down by κ, the

current will scale down by κ.

To summarize, constant electric field (Dennard) scaling results in the

follow scaled performance parameters.

Qn → Qn

υ → υ

C → C/κ

Cox → κCox

IDS → IDS/κ .

(10.39)

We can now examine the performance of scaled circuits. The circuit

delay is the time required to remove the charge, CVDD, stored on the

circuit capacitance. The resulting delay is

τ =
CVDD
IDS

.

The circuit delay is seen to scale down by the factor, κ. Power is PD =

VDDIDS , so power scales down by κ2. The power density in W/m2 stays

the same after scaling. The density of transistors increases by κ2, because

of the size of each transistor decreases by κ2. Finally, the power-delay

product, PDτ , an important metric, scales down by κ3. To summarize,
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constant field scaling results in:

τ = CVDD/IDS → τ/κ

PD = VDDIDS → PD/κ
2

PD/A→ PD/A

D = no./A→ D × κ2

PDτ = CV 2
DD → PDτ/κ

3 .

(10.40)

Dennard scaling is not quite as easy as it may seem because several

quantities do not scale. For example, recall that VT is given by eqn. (10.11).

The flatband voltage does not scale, and ψB is relatively insensitive to

scaling, so it is challenging to make VT → VT /κ as the scaling scenario

requires. Sophisticated channel doping profiles are often used [4].

The drain depletion region varies as
√

(Vbi + VDD)/NA. Since Vbi does

not scale, it is challenging to make WD →WD/κ. The subthreshold swing

is insensitive to scaling. These factors make device scaling challenging,

but the Dennard scaling approach provides a starting point that device

designers refine to produce scaled devices with well-behaved characteristics

that operate with reduced power and delay.

Device scaling is currently facing some serious challenges, and many now

see an end to device scaling within a decade or so. One problem is that gate

oxides have been scaled as thin as they can go without leading to excessive

leakage current. This is forcing a change from the planar MOSFET to the

FinFET, which offers better electrostatic control at the same gate oxide

thickness [9]. Another scaling challenge is caused by the failure of the

subthreshold swing to scale. A maximum off-current is specified. Given

that the subthreshold swing must be a little greater than 60 mV/decade and

that the current increases linearly above threshold, it takes about VDD = 1

V to achieve the required IDS in the on-state. The result is that voltage

scaling has stopped and power densities are increasing. Several innovative

transistor structures are being explored to address these challenges [10].

10.7 Punch through

When 2D effects become strong, the transistor can “punch through”, which

means that the drain electric field has punched through to the source. Cur-

rent then flows from the source to the drain with the gate having little effect.

Figure 10.8 shows the transfer characteristics for three different situations.

The first case (on the left in the figure) was for a device that suffers only
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a little from 2D electrostatics. The subthreshold swing is only a little big-

ger than 60 mV/decade, and the DIBL is modest. When 2D electrostatics

are stronger (in the center of the figure), the subthreshold swing degrades

noticeably and DIBL becomes quite large (e.g.> 100 mV/V). When 2D elec-

trostatics dominate (on the right in the figure) the transistor performance

severely degrades. The current has a weak dependence on gate voltage and

DIBL is hard to define because the subthreshold characteristics under low

and high VDS are not even close to parallel.

Figure 10.10 shows how 2D electrostatics affect the output characteris-

tics of a transistor. For the long channel device (on the left in the figure),

the drain current is constant in saturation, and the output resistance ap-

proaches infinity. For a short channel MOSFET, the output resistance is

much lower. The reason is easy to appreciate. The current is proportional

to (VGS−VT ) and VT decreases with increasing drain voltage due to DIBL.

It is not obvious that the 2D electrostatics in subthreshold (where DIBL is

measured and where the mobile charge in the channel is negligible) should

be the same above threshold where the mobile charge in the channel is

large. It is found, however, that for well-designed transistors, the same

DIBL parameter describes 2D electrostatics below and above threshold [11,

12]. Finally, the IV characteristics on the right of Fig. 10.10 are for a

transistor that is punched through. Even in the “saturation” region, the

drain voltage has a very large effect on the current.

Fig. 10.10 Illustration of how 2D electrostatics affects the output characteristics of a

MOSFET, Left: A long channel device with nearly infinite output resistance. Center: A
short channel device with a much lower output resistance. Right: A device that suffers

from punch though.

Punch through occurs when the electric field from the drain reaches all

the way through to the source. To first order, this occurs when the drain
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depletion region reaches the source depletion region, as illustrated in the

sketch on the left of Fig. 10.11. As illustrated on the right of the figure, the

boundaries of the depletion region can have complicated profiles because of

2D doping profiles and 2D electrostatics. The depletion regions can meet

at the surface (as on the left) or in the bulk (as on the right); the result is

either surface punchthrough or bulk punch through.

Fig. 10.11 Cross-sectional sketches illustrating the depletion region boundaries for sur-

face punch through (Left) and bulk punchthrough (Right).

The criterion that L > WS +WD to avoid punch though is only a crude

estimate of when punch through occurs. The energy band diagram in Fig.

10.12 gives a better explanation. Complete punch through occurs when the

drain potential reaches through and doesn’t just lower the barrier a bit, but

completely removes it. Current can then flow from source to drain with no

help from the gate voltage. From another perspective, we can define punch

through as occurring when the drain control of the current is as strong as

the gate control. According to eqn. (10.27) for the capacitor model, this

occurs when CG−V S = CD−V S . The actual voltage at which punch through

occurs can only be determined by a numerical solution to the 2D Poisson

equation for the particular device structure of interest.

10.8 Discussion

In this lecture we have discussed how two-dimensional electrostatics de-

grades the performance of short channel transistors. How does an electro-

statically well-behaved MOSFET operate? Figure 10.13 summarizes the

operation of an electrostatically “well-tempered MOSFET” under high gate
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Fig. 10.12 Energy band illustration of punch through. Solid line: well-behaved de-

vice. Dashed line: a device that is punched through. The shaded region indicates the

boundaries of the drain depletion region for a well-behaved device.

and drain bias.

In a well-behaved MOSFET, there is a region near the beginning of the

channel where the potential in the channel is strongly controlled by the gate

voltage. In this region, dEC/dx (the lateral electric field) is small. This

region of strong gate control is necessary to shield the top of the barrier

from the influence of the drain potential and keep DIBL low.

The potential at the top of the barrier controls the height of the barrier

and, therefore, the drain current of the MOSFET. Ideally, this potential is

only controlled by the gate voltage (i.e. as in eqn. (10.25)). In practice,

the drain voltage always has some effect on the potential at the top of the

barrier (as in eqn. (10.26)) – especially in short channel MOSFETs. The

goal of the transistor designer is to ensure that the inversion layer charge

at the top of the barrier is given by the classical, 1D result,

Qn(x = 0) = −CG (VGS − VT ) , (10.41)

where x = 0 is the location of the top of the barrier. It is reasonable to

expect that the 1D MOS electrostatics, which leads to eqn. (10.41) applies

at the top of the barrier because d2ψ(x)/dx2 = 0 at this location, and the

2D Poisson equation reduces to a 1D Poisson equation. The assumption of

1D electrostatics is not exact because 2D electrostatics makes VT a function
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Fig. 10.13 Illustration of an electrostatically well-behaved MOSFET operating under

high gate and drain voltages. As shown by the dashed line, in the saturation region,

increases in drain voltage increase the potential (lower the condition band) in most of
the channel - except near the beginning of the channel where the potential is mostly

controlled by the gate voltage.

of drain voltage

VT = VT0 − δVDS , (10.42)

where δ is the DIBL parameter.

The current in a MOSFET under high drain bias is due to electrons

that surmount the barrier, diffuse across the short low-field region near the

beginning the channel, and then enter the high field region at the drain end

of the channel. The low-field region is a bottleneck that limits the drain

current. This picture of how a MOSFET operates is essentially the way a

bipolar transistor operates with the source playing the role of the emitter,

the low-field region near the beginning the of the channel acting as the base,

and the high field region near the drain operating as the collector. In fact,

the analogy between the MOSFET and the bipolar transistor is very close

and has long been appreciated [13].

Under low drain bias, the current is proportional to VDS but for high

drain bias, the current in a well-designed transistor shows much less de-

pendence on VDS . In a long channel device, the current actually saturates.

This behavior occurs because the strong gate control shields the potential

near the beginning of the channel from the influence of the drain potential.

Increases in VDS beyond the saturation voltage, VDSAT mainly increase

the potential (and electric field) near the drain end of the channel. In a

well-designed transistor the drain voltage has only a small effect on the
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potential near the beginning of the channel – this is DIBL above threshold

and results in the finite output conductance of the MOSFET. While there is

no reason that 2D electrostatics below threshold should be the same as 2D

electrostatics above threshold, experience in fitting the MIT VS model to

well-behaved transistors suggests that it is [11] and numerical simulations

support this conclusion [12].

The picture of the electrostatics of a well-designed MOSFET outlined

above will be used in the next few lectures to understand the essential

physics of the nanoscale MOSFET.

10.9 Summary

Two-dimensional electrostatics degrade the performance of transistors and

produce: 1) a subthreshold swing that is greater than the fundamental limit

of 60 mV/decade, 2) a shift of the transfer characteristic, log10 IDS vs. VGS
to the left for increasing drain voltage (i.e. DIBL), 3) a threshold voltage

that is a function of gate length and drain voltage, and 4) a low output

resistance. When 2D electrostatics are strong, the gate can lose control of

the drain current and the device is said to be punched through. Because

these effects can be strong in short channel device, they are referred to as

short channel effects. As transistors are scaled to smaller and smaller di-

mensions, the main challenge to the transistor designer is to control short

channel effects. To properly treat them, numerical simulations are neces-

sary. In this lecture, we discussed the essential physical ideas that can be

used to interpret detailed simulations and experimental measurements.
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The VS Model Revisited
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11.1 Introduction

In Lecture 5, we introduced a simple, top-of-the-barrier or Virtual Source

model to serve as a framework for our discussions. The model of Lecture

5 was a simplified version of the MIT Virtual Source model for nanotran-

sistors [1]. It was derived using very simple, traditional arguments (in con-

trast to the MIT VS model, which was specifically developed to describe the

physics of nanoscale transistors). As we proceed in these lectures, we’ll re-

fine the model ending up with the MIT VS model and a clear understanding

of its physical underpinnings.

The MOSFET drain current is given by

IDS = W |Qn(x = 0, VGS , VDS)| 〈υx(x = 0, VGS , VDS)〉 , (11.1)

where x = 0 is the location of the virtual source, taken to be the top of

the barrier. Current is continuous, so we choose to evaluate it where it is

easiest to do so. At the top of the barrier in a well-designed MOSFET,

Qn(VGS , VDS) ≈ Qn(VGS) as given by 1D MOS electrostatics. Only small

corrections to account for DIBL are needed. After the discussion of the last

183
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few lectures, we have good understanding of Qn(x = 0, VGS , VDS). In this

lecture, we’ll extend the VS model developed in Lecture 5 by including a

better description of MOS electrostatics. In subsequent lectures, we will de-

velop improved models for 〈υx(x = 0, VGS , VDS)〉 in nanoscale MOSFETs.

11.2 VS model review

We developed the VS model in Lecture 5 from separate expressions for the

strong inversion linear and saturation region currents,

IDLIN =
W

L
µn |Qn(VGS)|VDS

IDSAT = Wυsat |Qn(VGS)| ,
(11.2)

which are shown as the dashed lines in Fig. 11.1 (same as Fig. 5.1).

The actual characteristic (solid line in Fig. 11.1) is produced by smoothly

connecting the linear and saturation region currents by defining the drain

voltage dependent average velocity to be

〈υx(VDS)〉 = FSAT (VDS)υsat

FSAT (VDS) =
VDS/VDSAT[

1 + (VDS/VDSAT )
β
]1/β , (11.3)

where FSAT is the drain current saturation function, and

VDSAT = υsatL/µn . (11.4)

By including DIBL, the charge increases with drain voltage producing the

finite output conductance.

In Lecture 5, we described the charge at the top of the barrier as

Qn(VGS) = 0 VGS ≤ VT
Qn(VGS) = −Cox (VGS − VT ) VGS > VT

VT = VT0 − δVDS .
(11.5)

We understand now that Cox should be replaced by CG(inv), which is the

series combination of Cox and the semiconductor capacitance, Cs, in inver-

sion and that CG < Cox. We also understand how to describeQn(VGS , VDS)

below threshold, so we can extend our VS model to include both subthresh-

old and above threshold conduction.
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Fig. 11.1 Sketch of a common source output characteristic of an n-channel MOSFET

at a fixed gate voltage (solid line). The dashed lines are the linear and saturation region

currents as given by eqns. (11.2). (Same as Fig. 5.1.)

11.3 Subthreshold

For gate voltages below the threshold voltage, a MOSFET is said to be

operating in the subthreshold region. Figure 11.2 is a sketch of |Qn(VGS)|
vs. VGS on both logarithmic and linear axes. Below threshold, we showed

in Lecture 8 for a bulk MOSFET that the electron charge in C/cm2 was

given by eqn. (8.12) as

Qn(VGS) = −(m− 1)Cox

(
kBT

q

)
eq(VGS−VT )/mkBT . (11.6)

For an extremely thin SOI device, the corresponding result, eqn. (9.42),

was similar but with m = 1. The key point is that below threshold, the

electron charge varies as exp[q(VGS − VT )/mkBT ].

From eqns. (11.1) and (11.6), an equation for the subthreshold current

of a bulk MOSFET is easy to obtain. The result is

IDS = W (m− 1)Cox

(
kBT

q

)
eq(VGS−VT )/mkBT 〈υx(x = 0)〉 . (11.7)

Recall that

m = 1 +
CΣ

Cox
, (11.8)

where CΣ is the total capacitance connected to the virtual source. In a

bulk MOSFET, it is the sum of the gate capacitance and the capacitance

to the bulk and to the source and drain.
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Fig. 11.2 Sketch of the inversion layer sheet charge density vs. gate voltage on a

logarithmic axis (Left axis) and on linear axis (Right axis).

From the subthreshold drain current, we readily obtain the subthreshold

swing as

SS =

[
∂(log10 ID)

∂VGS

]−1

= 2.3mkBT/q V/decade . (11.9)

The units of subthreshold swing are volts per decade – the number of

volts that the gate voltage must be increased to increase the drain current

by a factor of 10. Subthreshold swings are usually quoted in millivolts per

decade with less than 100 mV/decade being considered a good subthreshold

swing.

Figure 11.3 shows why the subthreshold swing is such an important

device metric. Applications usually require a low off-current, so that the

circuit does not consume excessive standby power. For a specified off-

current, the SS parameter determines how large a voltage must be applied

to achieve a desired on-current. High on-currents allow fast operation of

circuits because the capacitors in the circuit can be charged and discharged

quickly. For a transistor with a lower SS, the required on-current can be

achieved at a lower voltage. The circuit will operate at the same speed,

but since power is proportional to V 2
DD, the circuit will dissipate much less

power. With the billions of transistors now being placed on an integrated

circuit, power has become a critical issue – both active power (while the cir-

cuit is operating), which is proportional to V 2
DD and standby power (which

is determined by the off-current)

According to eqn. (11.8), the lowest the subthreshold swing can be is
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Fig. 11.3 Illustration of how the subthreshold swing determines the power supply volt-
age of a circuit. The on-current results when the maximum voltage, the power supply

voltage, VDD, is applied to the gate.

60 mV/decade at room temperature. Fully depleted structures such as the

Extremely Thin SOI MOSFET have m = 1 and are beneficial for achieving

the lowest possible SS. Above threshold, the current varies approximately

linearly with gate voltage, so the 60 mV/decade lower limit to SS places a

lower limit to the power supply voltage than can be used. In practice, this

lower limit is about 1 volt. Recall that the constant field (Dennard) scaling

prescription requires that VDD be scaled down each technology generation.

Because there is a lower limit to SS, the power supply can no longer be

scaled down, and the result is that the power dissipation of integrated

circuits has become a critical issue [2].

Equation (11.8) clearly shows that SS has a lower limit (assuming that

m ≥ 1), but where does this physical limit come from? Figure 11.4 explains

where. The drain current consists of electrons that are emitted from the

source over the top of the barrier where they can then flow to the drain.

The probability of this thermionic emission process is exponential with the

barrier height, so the probability than an electron from the source can be

emitted to the top of the barrier is

PS→D = e−EB/kBT , (11.10)
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where EB is height of the source to channel barrier. This exponential

probability leads to the exponential dependence of Qn on VGS and funda-

mentally limits the subthreshold swing of a MOSFET to no less than 60

mV/decade at room temperature. To beat this thermionic emission limit,

different physical principles have to be employed. For one example of how

this might be achieved, see the papers by Appenzeller [3] and by Salahuddin

and Datta [4].

Fig. 11.4 Thermionic emission process of current flow in a MOSFET.

Finally, we should discuss the average channel velocity in subthreshold,

〈υx(x = 0)〉; it is not given by eqns. (11.3), which applies above threshold.

In subthreshold, carriers diffuse across the channel; the velocity at the

virtual source is

〈υx(x = 0)〉 =
Dn

L

(
nS(0)− nS(L)

nS(0)

)
. (11.11)

A simple thermionic emission model gives nS(L)/nS(0) = e−qVDS/kBT , so

we conclude that

〈υx(x = 0)〉 =
Dn

L

(
1− e−qVDS/kBT

)
=
kBT

q

µn
L

(
1− e−qVDS/kBT

)
.

(11.12)

Equation (11.12), not (11.3) is the correct expression for 〈υ(0)〉 below
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threshold. Using this result in eqn. (11.7), we arrive at

IDS = µnCox
W

L
(m− 1)

(
kBT

q

)2

eq(VGS−VT )/mkBT
(

1− e−qVDS/kBT
)
,

(11.13)

which is the standard expression for the subthreshold current [5].

One final point should be mentioned. From the energy band diagrams

in Fig. 11.4, it is not clear that electrons need to diffuse across the entire

channel. It seems that they only need to diffuse across the low-field portion

of the channel, and then the electric field can quickly sweep them across the

rest of the channel. Accordingly, we expect that L in eqn. (11.13) should

be replaced by `, where ` < L. While this is true, it is difficult in practice

to clearly determine the pre-exponential factor, so eqn. (11.13) generally

provides a satisfactory description of real devices [5].

11.4 Subthreshold to above threshold

Equation (11.6) gives Qn(VGS) below threshold, and in strong inversion,

Qn(VGS) = −CG(inv)(VGS − VT ), but the transition from subthreshold

to strong inversion is a gradual one that we would like to treat. This is

especially important for circuit simulation where the system of nonlinear

equations is solved by Newton-Raphson iteration, which requires functions

with smooth derivatives. A numerical treatment is possible by solving the

Poisson-Boltzmann equation for Qn(ψS). This is the basis for so-called

surface potential models [6].

It is also possible to describe Qn(VGS) empirically. One expression has

been developed by Wright [7]:

Qn(VGS) = −mCG(inv)

(
kBT

q

)
ln
(

1 + eq(VGS−VT )/mkBT
)
. (11.14)

For VGS � VT , we can use the expansion ln(x) ≈ 1+x to write eqn. (11.14)

as

Qn(VGS) = −mCG(inv)

(
kBT

q

)
eq(VGS−VT )/mkBT . (11.15)

Comparing eqn. (11.15) to the correct answer, (11.6), we see that it is close,

but not quite right. In practice, this difference in pre-exponential factors is

not critical, so the empirical expression is not too bad.
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For VGS � VT , the exponential in the argument of the logarithm dom-

inates, and eqn. (11.14) becomes

Qn(VGS) = −CG(inv) (VGS − VT ) , (11.16)

which is the correct result. We conclude that an empirical expression like

eqn. (11.14) can do a good job of describing Qn(VGS) from subthreshold

to strong inversion. The MIT VS model uses a slightly extended version of

eqn. (11.14) which does a better job of matching the transition from weak

to strong inversion [1].

Finally, we should mention the close connection between the off-current

and the on-current. We have seen that the off-current goes as exp[(VGS −
VT )/mkBT ], and we know that the on-current goes as (VGS − VT ). The

result is that

ln(IOFF ) ∝ ION . (11.17)

The device designer might decrease VT to increase the on-current, which

improves circuit speed, but the result is an exponential increase in the off-

current, which increases the standby power. Figure 11.5 is an example of

how a technology can be characterized by a plot of log(IOFF ) vs. ION . This

is a fundamental trade-off that comes from the physics of the MOSFET.

Fig. 11.5 Plot of log10(IOFF ) vs. ION for a 65 nm NMOS technology. (From A.

Steegen, et al., “65nm CMOS Technology for low power applications,” Intern. Electron

Dev. Meeting, Dec. 2005.
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11.5 Discussion

Equation (11.4) gives VDSAT in strong inversion, but from eqn. (11.13),

we see that VDSAT is a few kBT/q in the subthreshold region. The MIT

VS model treats this difference in drain saturation voltages empirically. An

empirical function is used to vary VDSAT from its strong inversion value

given by eqn. (11.4) to kBT/q in the subthreshold region. Although this

procedure is only heuristic, the typical error is less than 10% [1].

As was shown in Fig. 5.4, the VS model does an excellent job of fitting

the IV characteristics of nanoscale transistors. This is surprising because

the parameters, µn and υsat have clear physical meaning when the channel

is many mean-free-paths long, but this is not the case in nanoscale tran-

sistors. Still, excellent fits result if we view these parameters as empirical

parameters that can be adjusted to fit experimental data. We shall see,

however, that there is more to it. As we develop our understanding of car-

rier transport at the nanoscale in subsequent lectures, we will see that a

clear, physical meaning can be given to these parameters.

11.6 Summary

The last several lectures have discussed MOS electrostatics. One-

dimensional MOS electrostatics bend the bands, lowers the energy barrier,

and allows current to flow from the source to the drain. Two-dimensional

MOS electrostatics degrade the performance of field-effect transistors by in-

creasing the subthreshold swing and producing DIBL, which increases the

output conductance and also reduces the threshold voltage of short chan-

nel devices. In general, numerical solutions are required to treat 2D MOS

electrostatics, but the effects are readily understood in a qualitative sense.

Returning to eqn. (11.1), we now have a good understanding of Qn(x =

0, VGS , VDS). Beginning in the next lecture, we’ll develop a similar, physical

understanding of 〈υx(x = 0, VGS , VDS)〉.
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12.1 Introduction

The drain current of a MOSFET is proportional to the product of charge

and velocity. We have discussed the charge (MOS electrostatics); now it is

time to discuss the average velocity. To compute the average velocity, we

must understand carrier transport. The analysis of semiconductor devices

traditionally begins with the drift-diffusion equation [1],

Jnx = nSqµnEx + qDn
dnS
dx

A/m , (12.1)

where Jnx is the 2D electron current in a thin sheet, nS is the sheet electron

density per m2, µn is the electron mobility, Ex, the electric field in the x-

direction, and Dn the diffusion coefficient. Though suitable for long channel

devices, eqn. (12.1) is not the best starting point for analyzing nanoscale

devices.

197
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In these lectures, we’ll make use of the Landauer approach, in which the

current is given by

I =
2q

h

∫ +∞

−∞
T (E)M(E)

(
f1(E)− f2(E)

)
dE Amperes , (12.2)

where T (E) is the transmission at energy, E, M(E), the number of modes

(or channels) at energy, E, and f1,2(E) is the Fermi function of contact 1 or

2. Our goal in this lecture is to develop some familiarity with the Landauer

approach before we apply it to transistors.

12.2 Qualitative description

Reference [2] discusses the derivation of eqn. (12.2) and its underlying

physics. Reference [3] discusses applications. Our goal in this section is to

convince ourselves that eqn. (12.2) makes sense.

Figure 12.1 is a cartoon illustration of a nanodevice. We assume that the

two contacts are large and that inelastic electron-phonon scattering is strong

so that electrons in the contacts are in thermodynamic equilibrium. In

equilibrium, the probability that an electron state at energy, E, is occupied

is given by the Fermi function,

f1,2(E) =
1

1 + e(E−EF1,2)/kBT
, (12.3)

where EF1,2 is the Fermi function (also called the electrochemical potential)

of contact 1 or 2.

If the voltages and temperatures of the two contacts are identical, then

f1(E) = f2(E), and according to (12.2), the current is zero. This makes

sense because in this case, the probability that a state at energy, E, in the

device is filled by an electron from contact 1 is the same as the probability

that the state at that energy is filled by an electron from contact 2. Because

the states in the device have the same probability of being filled by electrons

from either contact, there is no flow of electrons from one contact to the

other.

Next, consider the case for which f1(E) 6= f2(E) and current flows.

According to eqn. (12.3), this situation can occur in two ways. First, the

temperatures of the two contacts could be different, which would give rise

to thermoelectric effects [2, 3] that are not of interest to us in these lectures.

The second possibility is that the voltages of the two contacts are different.



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

The Landauer Approach to Transport 199

Fig. 12.1 Sketch of a generic nanodevice with two large contacts in thermodynamic

equilibrium. If either the voltages or temperatures of the two contacts are different, then

f1 6= f2 over some energy range, and current can flow.

Assume that contact 1 is grounded and that a voltage, V , is applied to

contact 2. Recall that applying a positive voltage to a contact lowers its

Fermi level (electrochemical potential). In this case,

EF2 = EF1 − qV . (12.4)

We will assume that even under bias, the probability that a state in the

contacts is occupied is given by the equilibrium Fermi function, eqn. (12.3),

but the two contacts have different Fermi levels. Strictly speaking, this

cannot be true because when current flows the system is out of equilibrium,

but the assumption is that the contacts are so large and heavily doped so

that only a very small perturbation from equilibrium occurs.

When there is a voltage difference between the two contacts, then f1 6=
f2 over an energy range that is called the Fermi window. Figure 12.2

illustrates the concept of the Fermi window. On the left is the case for T = 0

K. In this case, f1(E) 6= f2(E) over the energy range, qV below EF1. On the

right we show the case for T > 0 K. In this case, we also find f1(E) 6= f2(E)

over the range of energies that is mostly below EF1. According to eqn.

(12.2), only electrons in the Fermi window where f1(E) 6= f2(E) contribute

to the current.

Differences in the equilibrium Fermi functions of the two contacts cause

current to flow, but eqn. (12.2) shows that the magnitude of the result-

ing current at energy, E, is proportional to the product, T (E)M(E). The

quantity M(E) is the number of channels (or modes) at energy, E. The

number of channels is analogous to the number of lanes in a highway [2].

The more lanes (channels) the more traffic (current) can flow – provided

that the channels lie inside the Fermi window. We expect M(E) to depend



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

200 Essential Physics of Nanoscale Transistors

on the density-of-states at energy, E and also on the velocity at energy, E,

because for current to flow, the states must have a velocity. The quantity,

T (E), is the transmission, which is the probability that electrons that enter

a channel from contact 1 flow all the way to contact 2 without backscat-

tering and returning to contact 1. The transmission is less than one in the

presence of carrier backscattering. If an electron enters from contact 1 and

backscatters, it can return to contact 1. The probability of backscatter-

ing depends on the length of the device, L, and on the average distance

between backscattering events, which is the mean-free-path for backscatter-

ing, λ. When L� λ, T → 1, and when L� λ, T → 0. We are assuming in

eqn. (12.2) that the probability that an electron transmits from contact 1

to contact 2 is equal to the probability that an electron at the same energy

transmits from contact 2 to contact 1. It can be shown that this occurs

when electron scattering is elastic so that electrons flow in parallel, non-

interacting energy channels [2, 3]. In the Landauer Approach, we assume

that scattering in the device is elastic, but strong inelastic scattering takes

place in the two contacts.

Fig. 12.2 Illustration of the Fermi window. Left: At T = 0 K and Right: at T > 0 K.

A large bias on contact 2 is assumed; see Fig. 12.3 for the case of a small bias.

In summary, eqn. (12.2) is a simple description of carrier transport that

works from the ballistic limit where there is no scattering and T (E) = 1

to the diffusive limit where there is a lot of scattering and T (E)� 1. The

current at energy, E, is proportional to T (E)M(E)
(
f1(E) − f2(E)

)
. To

get the total current, we just add the contributions from each of the energy

channels, which are assumed to be independent (i.e. there is no inelastic

scattering to couple channels).
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12.3 Large and small bias limits

The quantity,
(
f1(E)− f2(E)

)
, plays an important role. In this section, we

examine this quantity for large and small applied bias. When the voltage

applied to contact 2 is large, then f1(E)� f2(E) for all energies of interest,

and eqn. (12.2) reduces to

I =
2q

h

∫
T (E)M(E)f1(E)dE Amperes . (12.5)

We will use this equation to compute the saturation region current of a

MOSFET.

When a small voltage is applied to contact 2, eqn. (12.2) also simplifies.

To see how, consider Fig. 12.3, which shows the Fermi window for small

bias. At T = 0 K, the Fermi window looks like a δ-function at E = EF
(left side of Fig. 12.3). For T > 0 K,

(
f1(E) − f2(E)

)
is sharply peaked

near the Fermi level (right side of Fig. 12.3).

Fig. 12.3 Illustration of the Fermi window. Left: At T = 0 K. Right: At T > 0 K. In

this example, a small bias on contact 2 is assumed. See Fig. 12.2 to compare with the
case of a large bias.

For the small bias (near-equilibrium) case, we evaluate f2(E) by Taylor

series expanding f1(E) as

f2(E) ≈ f1(E) +
∂f1

∂EF
δEF . (12.6)

The only difference between f1 and f2 is a small difference of δEF in their

Fermi levels. Using eqn. (12.3), we find

f1(E)− f2(E) = −
(
∂f1

∂EF

)
δEF = −

(
−∂f1

∂E

)
δEF . (12.7)
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(From the form of the Fermi function, eqn. (12.3), we see that ∂f1/∂EF =

−∂f1/∂E.) By recalling that δEF = −qV , we can write eqn. (12.7) as

f1(E)− f2(E) = q

(
−∂f0

∂E

)
V , (12.8)

where we have replaced f1 with f0, the equilibrium Fermi function because

near equilibrium, f1(E) ≈ f2(E) ≈ f0(E). Using eqn. (12.8) in (12.2), we

find the near-equilibrium current as

I = GV Amperes

G =
2q2

h

∫
T (E)M(E)

(
−∂f0

∂E

)
dE Siemens .

(12.9)

We will use this equation to compute the linear region current of a MOS-

FET. Finally, note that the Fermi window,

W (E) ≡
(
−∂f0

∂E

)
, (12.10)

plays an important role. The area under the Fermi window is one,∫ +∞

−∞
W (E)dE = 1 , (12.11)

and as the temperature, T , approaches zero, W (E) becomes a δ-function

at E = EF .

Exercise 12.1: Prove that the area under the Fermi window

is one.

Using eqn. (12.10) in (12.11), we find∫ +∞

−∞
W (E)dE =

∫ +∞

−∞

(
−∂f0

∂E

)
dE

= −
∫ +∞

−∞
df0 = f0(−∞)− f0(+∞) = 1 ,

where we have used eqn. (12.3) to evaluate f0(−∞) and f0(+∞).

For low temperatures, W (E) is sharply peaked near the Fermi level.

Since the area under the window function is one, we can treat the window

function as a δ-function, W (E) ≈ δ(EF ). For metals, the Fermi level lies in

the middle of the conduction band, and the width of the window function

(a few kBT ) is small compared to the energy range of interest – even at

room temperature, so for metals, W (E) can be treated as a δ-function.
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12.4 Transmission

Consider the problem illustrated in Fig. 12.4 in which a steady-state flux

of carriers, F+(x = 0), is injected into the left of a uniform region with

no electric field, and a flux, F+(x = L) emerges from the right. No flux is

injected from the right. We could resolve the injected and emerging fluxes

into energy channels, but in this case, we’ll just assume that an integra-

tion over energy channels has been done and that F+(x = 0) represents a

thermal equilibrium distribution of fluxes at different energies.

We define the transmission to be the ratio of the emerging flux at x = L

to the incident flux at x = 0,

T ≡ F+(x = L)

F+(x = 0)
, (12.12)

which is a number between zero and one. Some part of the injected flux

transmits across the slab and some part backscatters and emerges from

the left as F−(0). Assuming that there is no recombination or generation

in the slab, then F+(0) = F−(0) + F+(L), from which we can show that

F−(0) = (1− T )F+(0).

Fig. 12.4 Sketch of a model problem in which a flux of carriers is injected into a slab

of length, L, at x = 0 and a fraction, T , emerges from the left at x = L. It is assumed
that there is no recombination or generation within the slab and that no flux is injected
from the right.

The physical problem that Fig. 12.4 illustrates might be the diffusion

of electrons across the base of a bipolar transistor. A flux of electrons

is injected from the emitter into the beginning of the base at x = 0 and

emerges at x = L where it is collected by a reverse biased collector. If the

collector voltage is large, then the collector acts as an absorbing contact ; all
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electrons incident upon it are collected, and no electrons are injected back

into the base.

Consider first the case of a thin base for which L � λ. Because the

base is thin compared to the mean-free-path, almost all of the injected flux

emerges at the right, and there is no backscattered flux, so F+(L) = F+(0)

and F−(0) = 0. In this ballistic limit, the transmission is one,

Tball = 1 . (12.13)

Next, consider the diffusive limit for which L � λ. The region is many

mean-free-paths long, so we expect the transmission to be small. This situ-

ation is the case for conventional, micrometer scale semiconductor devices.

To compute the transmission in the diffusive limit, note that the injected

flux produces an electron concentration at x = 0 of n(x = 0). If the slab is

thick, then n(x = L) ≈ 0. The net flux of carriers is given by Fick’s Law

of diffusion as

F = −Dn
dn

dx
= Dn

n(x = 0)

L
= F+(x = L) . (12.14)

(The assumed linearity of n(x) can be proved by solving the equations

for F+(x) and F−(x).) In the diffusive limit that we are considering, the

positive flux injected at x = 0 is

F+(x = 0) =
n(x = 0)

2
υT , (12.15)

where the factor of two comes from the fact that in the diffusive limit,

approximately half of the electrons at x = 0 have positive velocities and

approximately half have negative velocities due to backscattering within

the slab. The velocity, υT , is the thermal average velocity of electrons with

positive velocities, the so-called unidirectional thermal velocity,

υT =

√
2kBT

πm∗
. (12.16)

(Maxwell-Boltzmann statistics are assumed.) From eqns. (12.14) and

(12.15), we find

T =
F+(x = L)

F+(x = 0)
=

F

F+(x = 0)
=
Dnn(x = 0)/L

υTn(x = 0)/2
=

2Dn

υTL
. (12.17)

The diffusion coefficient is simply related to the unidirectional thermal ve-

locity and the mean-free-path for backscattering [3],

Dn =
υTλ

2
cm2/s , (12.18)
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so (12.17) can be re-written as

Tdiff =
λ

L
. (12.19)

As expected, the transmission in the diffusive limit is small because L� λ.

We have derived the transmission in the ballistic and diffusive limits,

but modern devices often operate in the quasi-ballistic regime between these

two limits. In general, the transmission is

T =
λ0

λ0 + L

T (E) =
λ(E)

λ(E) + L

. (12.20)

The first equation assumes an energy-independent mean-free-path, λ0, so

the transmission is the same for all energy channels. The second equation

refers to the transmission and mean-free-path in a specific energy channel.

Equation (12.20) is clearly correct in the ballistic and diffusive limits, but

it is also accurate between those two limits. It can be derived from a simple

Boltzmann transport equation [2, 3].

Finally, we should point out that the mean-free-path, λ, is a specially

defined mean-free-path for backscattering. Physically, it is the probability

per unit length that a forward flux will be backscattered to a negative

flux. More commonly, the mean-free-path is simply taken to be the average

distance between scattering events,

Λ(E) ≡ υ(E)τ(E) . (12.21)

The mean-free-path for backscattering is defined in 2D as [2, 3]

λ(E) ≡ π

2
υ(E) τm(E) , (12.22)

where τm is the momentum relaxation time. The momentum relaxation

time is always greater than the scattering time, τ , so λ > Λ; the mean-

free-path for backscattering is always longer than the mean-free-path for

scattering.

Exercise 12.2: Derive the unidirectional thermal velocity.

The unidirectional thermal velocity plays an important role in transport.

In equilibrium, the average velocity is zero, but the average velocity of only

the electrons with velocities in the +x-direction is a positive quantity equal
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to the magnitude of the average velocity of electrons in the −x direction. In

this exercise, we will compute this velocity for 2D electrons in a parabolic

band semiconductor.

Consider first, the average over angle. Figure 12.5 show a velocity vec-

tor in the x − y plane at a specific energy and angle, θ, with the x-axis.

For simple, parabolic energy bands, the magnitude of the velocity depends

only on energy and is independent of angle. The x-directed velocity is

υ(E) cos θ. Assuming circular energy bands in 2D (E = ~2(k2
x + k2

y)/2m∗),

the magnitude of the velocity, υ(E), is independent of angle. The average

velocity in the +x direction is

〈
υ+
x (E)

〉
=

∫ +π/2

−π/2 υ(E) cos θdθ

π
=

2

π
υ(E) ,

where the single brackets, 〈·〉, denote an average over angle in the x − y
plane at a specific energy, E.

Fig. 12.5 IIlustration of a velocity vector at energy, E, in the x−y plane. For a parabolic
energy band, the magnitude of the velocity (length of the vector) is determined by the
energy and is independent of direction.

The quantity of interest is 〈〈υ+
x 〉〉, where the double brackets denote

an average over angle and energy. This quantity is determined from the



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

The Landauer Approach to Transport 207

integral, 〈〈
υ+
x

〉〉
=

∫∞
Ec
〈υ+
x (E)〉D2D(E)f0(E)dE∫∞
Ec
D2D(E)f0(E)dE

=

∫∞
Ec

2
πυ(E)D2D(E)f0(E)dE∫∞
Ec
D2D(E)f0(E)dE

.

For parabolic bands

υ(E) =

√
2(E − Ec)

m∗
,

D2D(E) = gv
m∗

π~2
,

so we find

〈〈
υ+
x

〉〉
=

∫∞
Ec

2
π

√
2(E−Ec)

m∗

(
gv

m∗

π~2

)
dE

1+e(E−EF )/kBT∫∞
Ec

(
gv

m∗

π~2

)
dE

1+e(E−EF )/kBT

.

After making the definitions,

η ≡ (E − Ec)/kBT
ηF ≡ (EF − Ec)/kBT ,

we find

〈〈
υ+
x

〉〉
=

√
2kBT

πm∗
×

2√
π

∫∞
0

η1/2dη
1+eη−ηF∫∞

0
dη

1+eη−ηF

.

The numerator of the last factor can be recognized as a Fermi-Dirac integral

of order 1/2 [5] and the denominator as a Fermi-Dirac integral of order 0

[5], so we have

〈〈
υ+
x

〉〉
=

√
2kBT

πm∗
F1/2(ηF )

F0(ηF )
, (12.23)

which is the general result. Below threshold, we can assume Maxwell-

Boltzmann statistics where the Fermi-Dirac integrals of any order approach

exp(ηF ) [5], so eqn. (12.23) becomes〈〈
υ+
x

〉〉
= υT =

√
2kBT

πm∗
,

which is the desired result, eqn. (12.16).
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12.5 Modes (channels)

The distribution of modes, M(E), gives the number of channels at energy,

E, through which current can flow. This quantity is derived and discussed

in [2, 3]. In this section we discuss M(E) for a 2D channel, as for the

channel of a MOSFET.

We should expect M(E) to be related to the density-of-states, because

there must be a state in the channel for electrons to occupy, but the state

must also have a velocity for current to flow. We conclude that

M(E) ∝ 〈υ+
x (E)〉D(E)/4 , (12.24)

where D(E)dE is the number of states between E and E+dE, and 〈υ+
x (E)〉

is the angle-averaged velocity in the direction of current flow (assumed to be

the +x-direction in this case) for electrons at energy, E. The factor of four

includes a factor of 2 for spin degeneracy; we need the density of states per

spin, D(E)/2 because spin degeneracy is already included in eqn. (12.2)

as the factor of 2 out front. Another factor of two occurs because only

half of the states, D(E)/2, have a velocity in the direction of current flow.

Dimensional analysis shows that the constant of proportionality must have

the units of J-s, which are the units of Planck’s constant, h. We conclude

that

M(E) =
h

4
〈υ+
x (E)〉D(E) . (12.25)

For planar MOSFETs, carriers flow in a two-dimensional channel, so

M2D(E) =
h

4
〈υ+
x (E)〉D2D(E) m−1 , (12.26)

which gives the number of channels at energy, E, per unit width of the

channel. Note that the number of states between E and E + dE is given

by D(E)dE, but the number of states per unit area is D2D(E)dE =

D(E)dE/A, where A is the area.

For parabolic energy bands, the two-dimensional density-of-states is [1]

D2D(E) = gv

(
m∗

π~2

)
J−1m−2 , (12.27)

where gv is the valley degeneracy. For a MOSFET, these 2D states lie

in the conduction (valence) band at an energy above EC + ε1 or below

EV − ε1, where ε1 is the confinement energy for the lowest subband. If

there are multiple subbands due to quantum confinement, each one will
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have a density-of-states like eqn. (12.27). According to eqn. (12.26), the

distribution of channels in 2D is

M2D(E) = gv

√
2m∗(E − (EC + ε1))

π~
m−1 (12.28)

where we have used 〈υ+
x (E)〉 = 2υ(E)/π. Figure 12.5 compares the 2D

density-of-states with the 2D distribution of channels. Similarly, we can ob-

tain M(E) in 1D and 3D for parabolic energy bands, or in 2D for graphene

by using the appropriate density-of-states and velocity [3].

Fig. 12.6 Comparison of the 2D density-of-states and distribution of channels for
parabolic energy bands. Top: D2D(E). Bottom: M2D(E).

To understand MOS transistors, we need to understand how the gate

voltage controls the number of carriers in the channel and the resulting

current that flows. To relate the carrier densities to the location of the

Fermi level, we will make use of the density-of-states, as will be discussed

in Sec. 12.7. To relate the current to the location of the Fermi level, we

use the distribution of modes, as indicated in eqn. (12.2). So we need

an understanding of both quantities, D(E), and M(E). This is analogous

to the two different “effective masses” used in traditional semiconductor

theory, the density-of-states effective mass and the conductivity effective

mass.
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12.6 Quantum of conductance

Now let’s consider the conductance of a 2D channel at T = 0 K. We begin

with the Landauer expression for the conductance, eqn. (12.9), and remem-

ber that the window function, (−∂f0/∂E), acts as a δ-function at E = EF .

Accordingly, eqn. (12.9) gives

G(T = 0 K) =
2q2

h
T (EF )M(EF ) . (12.29)

If we assume ballistic transport, T (EF ) = 1, which is not hard to achieve

under low bias at low temperatures in short structures, then the ballistic

conductance at T = 0 K is

GB(T = 0 K) =
2q2

h
M(EF ) =

M(EF )

12.9 kΩ
. (12.30)

In small structures, the number of modes (channels) is small and countable.

We conclude that conductance is quantized in units of 2q2/h, which is one

over 12.9 kilohms.

The fact that conductance is quantized is a well-established experimen-

tal fact. See, for example, Fig. 12.6, which shows experimental results. The

resistor is a 2D electron gas formed at an interface of AlGaAs and GaAs.

The width of the resistor is controlled electrostatically by reverse-biased

Schottky junctions. The mobility of the electrons is very high (because the

electrons reside in an undoped GaAs layer and because the temperature

is low), so ballistic transport is expected. As the width was electrically

varied, the measured conductance was seen to increase in discrete steps

according to eqn. (12.30). Quantized conductance has been observed in

many different systems. The experiment shown in Fig. 12.6 was done at

low temperature to achieve near ballistic transport, but modern devices are

so short that these effects are becoming important at room temperature in

some systems.

Ballistic transport, T (EF ) = 1, and quasi-ballistic transport, T (EF ) .
1, are not uncommon in modern transistors, even at room temperature.

Most useful devices are, however, large enough so that the discrete nature

of the modes is not apparent. For transistors, we can usually treat M(E) as

a continuous quantity that is proportional to W and won’t need to consider

the discrete nature of M(E). We will assume that M(E) = WM2D(E) as

given by eqn. (12.28).
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Fig. 12.7 Experiments of van Wees, et al. experimentally demonstrating that conduc-

tance is quantized. Left: sketch of the device structure. Right: measured conductance.

(Data from: B. J. van Wees, et al., Phys. Rev. Lett. 60, 848851, 1988. Figures from D.
F. Holcomb, “Quantum electrical transport in samples of limited dimensions”, Am. J.

Phys., 67, pp. 278-297, 1999. Reprinted with permission from Am. J. Phys. Copyright

1999, American Association of Physics Teachers.)

12.7 Carrier densities

According to conventional semiconductor theory, the density of electrons

in the conduction band is an integral of the density-of-states at energy, E,

times the probability that states at E are occupied [1]. The two-dimensional

carrier density per m2 (the sheet carrier density, is given by

nS =

∫ ∞
EC

D2D(E)f0(E)dE . (12.31)

Using eqn. (12.27) for the 2D density-of-states and eqn. (12.3) for the

equilibrium Fermi function, f0, we find

nS =

∫ ∞
EC

(
gv
m∗

π~2

)
dE

1 + e(E−EF )/kBT

=

(
gvm

∗kBT

π~2

)∫ ∞
0

dη

1 + eη−ηF
,

(12.32)

where η and ηF were defined in Exercise 12.2.

The integral in eqn. (12.32) can be performed to find

nS =

(
gvm

∗kBT

π~2

)
ln (1 + eηF )

= N2D ln (1 + eηF ) = N2DF0(ηF ) ,

(12.33)

where N2D is the two-dimensional effective density-of-states and F0(ηF ) =

ln (1 + eηF ) is the Fermi-Dirac integral of order zero [4].
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Now consider how we compute the carrier density in a small device like

that of Fig. 12.1 that is under bias. In this case, there are two Fermi

levels, EF1 and EF2. States in the device are occupied by electrons that

enter from contact 1 or from contact 2. The probability that a state in the

device at energy, E, is occupied from the left contact is f1(EF1), and the

probability that a state in the device at energy, E, is occupied from the

right contact is f2(EF2). Accordingly, we can generalize the equilibrium

expression, eqn. (12.33), to

nS =

∫ ∞
EC

(
D2D(E)

2
f1(E) +

D2D(E)

2
f2(E)

)
dE . (12.34)

We have assumed that electrons stay in their energy channels, so that a

state at E cannot be occupied by an electron in the device that scatters in

from a different energy. We have also assumed that the two contacts are

identical, so the states in the device divide into two equal components, one

that is filled by electrons from contact 1 and the other from contact 2.

By working out eqn. (12.34), we find the 2D carrier density as

nS =
N2D

2
F0(ηF ) +

N2D

2
F0(ηF − qV/kBT ) , (12.35)

where ηF = (EF1 − Ec)/kBT . We see that the non-equilibrium carrier

density is related to the density-of-states in a manner that is similar to

the equilibrium relation; we just need to remember that there are two

different Fermi levels and two different groups of states in the device, one

in equilibrium with contact 1 and the other in equilibrium with contact 2.

As discussed earlier, the density-of-states is used to compute carrier

densities while the distribution of modes is used to compute the current.

Both M(E) and D(E) are needed to model a MOSFET.

12.8 Discussion

Our purpose in this lecture has been to get acquainted with the Landauer

approach to transport, which we’ll use to describe transport in nanoscale

transistors. The approach works from the ballistic to diffusive limits, but

let’s apply the Landauer approach to a familiar problem, a 2D resistor

under low bias, and see what happens. If the width, W , and the length, L,

are large, then the traditional expression for the conductance is

G = σS
W

L
= nSqµn

W

L
, (12.36)
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where σS is the sheet conductivity in ohms. Equation (12.36) assumes

that the resistor is many mean-free-paths long – i.e. that it operates in the

diffusive limit. What does the Landauer approach give for the conductance?

To compute the conductance, we begin with eqn. (12.9), assume dif-

fusive transport so that T = λ/L, and assume parabolic energy bands, so

that M(E) is given by eqn. (12.28). We find

G =
2q2

h

∫ ∞
Ec

(
λ(E)

L

)(
Wgv

√
2m∗(E − Ec)
π~

)(
−∂f0

∂E

)
dE . (12.37)

From the form of the Fermi function, eqn. (12.3), we observe that ∂f0/∂E =

−∂f0/∂EF , which can be used to take the derivative out of the integral in

eqn. (12.37) to write

G =

[
2q2

h

(
gv
√

2m∗

π~

)
∂

∂EF

∫ ∞
Ec

λ(E)
√
E − Ec

1 + e(E−EF )/kBT
dE

]
W

L
. (12.38)

Now use the definitions for η and ηF from Exercise 12.2 and assume (just

to keep the math simple) that λ(E) = λ0 is independent of energy, so that

eqn. (12.38) becomes

G =

[
2q2

h

(
gv

√
2m∗kBT

π~

)
λ0

∂

∂ηF

∫ ∞
0

η1/2dη

1 + eη−ηF

]
W

L
. (12.39)

The integral is
√
π/2 times the Fermi-Dirac integral of order 1/2, F1/2(ηF ),

so [5]

G =

[
2q2

h

√
π

2

(
gv

√
2m∗kBT

π~

)
λ0

∂F1/2(ηF )

∂ηF

]
W

L
. (12.40)

(A note of caution. Some authors define the Fermi-Dirac integral without

the 2/
√
π factor, in which case it is usually written as a Roman F , F1/2(ηF )

[4].)

Next, we make use of a property of Fermi-Dirac integrals, ∂Fj/∂ηF = Fj−1

[4] to write

G =

[
2q2

h

√
π

2

(
gv

√
2m∗kBT

π~

)
λ0F−1/2(ηF )

]
W

L
. (12.41)

To keep things simple, let’s assume non-degenerate carrier statistics; under

non-degenerate conditions, Fermi-Dirac integrals reduce to exponentials [4].

After re-arranging the factors in the brackets of eqn. (12.41), we find

G =

[
q2

kBT

(
gvm

∗kBT

π~2

)
eηF

√
2kBT

πm∗
λ0

]
W

L
. (12.42)
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Now we can recognize some terms:

nS = gv

(
m∗kBT

π~2

)
eηF = N2De

ηF

υT =

√
2kBT

πm∗

Dn =
υTλ0

2
Dn

µn
=
kBT

q
,

where υT is the unidirectional thermal velocity (eqn. (12.16)) and Dn is

the diffusion coefficient (eqn. (12.18)). Using these terms in eqn. (12.42),

we finally obtain

G = nSqµn
W

L
, (12.43)

where

µn =
υTλ0

2kBT/q
, (12.44)

Equation (12.43), the Landauer result, is identical to the conventional result

in the diffusive limit. Equation (12.44) gives the mobility in terms of the

mean-free-path for backscattering (assuming an energy-independent mean-

free-path and non-degenerate carrier statistics).

This exercise shows that the Landauer result in the diffusive limit gives

the expect conventional result, but the advantage of the Landauer approach

is that it also works in the ballistic limit. What is the conductance in the

ballistic limit? It is readily computed from eqn. (12.9) with T = 1. Instead

of eqn. (12.37), we find the ballistic conductance as

GB =
2q2

h

∫ ∞
Ec

(1)

(
Wgv

√
2m∗(E − Ec)
π~

)(
−∂f0

∂E

)
dE . (12.45)

This equation can be evaluated in the same way we treated the diffusive

case; instead of eqn. (12.39), we find

GB =

[
2q2

h

(
gv

√
2m∗kBT

π~

)
∂

∂ηF

∫ ∞
0

η1/2dη

1 + eη−ηF

]
W . (12.46)

After integrating and taking the non-degenerate limit, we find

GB = nSq

(
υT

2kBT/q

)
W . (12.47)
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As expected, the ballistic conductance is independent of the length, L.

We can, however, write the ballistic conductance in the traditional form,

eqn. (12.43), if we multiply and divide eqn. (12.47) by L and define a

ballistic mobility [5],

µB ≡
υTL

2kBT/q
. (12.48)

If the ballistic mobility is used in place of the actual mobility, µn in (12.43),

we find the ballistic conductance. The ballistic mobility is given by the same

expression as the traditional mobility of a bulk material, µn, except that

the mean-free-path, λ0, is replaced by the length of the resistor, L.

What is the physical significance of the ballistic mobility for a device

in which there is no scattering? In a bulk semiconductor, the average

distance between backscattering events is λ0, and the mobility is a well-

defined material parameter. In a ballistic resistor, there is no scattering

in the device, but electrons in contacts 1 and 2 scatter frequently, so the

distance between scattering events is the length of the device. It seems

sensible to replace the actual mean-free-path by the length of the device,

and that leads to the concept of a ballistic mobility. The ballistic mobility

is just a way to write the conductance of a ballistic device in the traditional,

diffusive form, eqn. (12.43), but it also has a clear, physical interpretation.

Modern devices often operate between the ballistic and diffusive limits.

Again, it is easy to evaluate the conductance beginning with eqn. (12.9).

In this case, eqn. (12.37) becomes

G =
2q2

h

∫ ∞
Ec

(
λ(E)

λ(E) + L

)(
Wgv

√
2m∗(E − Ec)
π~

)(
−∂f0

∂E

)
dE .

(12.49)

Again, this expression is readily evaluated if we assume λ(E) = λ0. We

find that we can write the result in the traditional form, eqn. (12.43) if we

replace the actual mobility by an apparent mobility that is given by

1

µapp
=

1

µB
+

1

µn
. (12.50)

The smaller of the two mobilities will limit the current in the device. As the

length decreases, the ballistic mobility decreases according to eqn. (12.48),

When λ � L, the ballistic mobility in eqn. (12.50) will dominate (µB �
µn), and the apparent mobility will approach the ballistic mobility. If we
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were to use eqn. (12.43) to compute the conductance of a resistor that

is short compared to the mean-free-path without including the ballistic

mobility, we would find a conductance above the ballistic limit. The ballistic

mobility must be included in the traditional expression in order to get

physically sensible answers for short conductors.

This example shows that the Landauer approach gives the same answer

as the traditional approach in the diffusive limit, but that it also works in

the ballistic and quasi-ballistic regimes.

12.9 Summary

In this lecture, we have introduced the Landauer approach to carrier trans-

port, which we will use to describe MOSFETs under low and high drain

bias (i.e. near equilibrium and far from equilibrium). For long channel

transistors, the results will reduce to conventional MOSFET theory, but

we will also be able to describe short channel transistors that operate in

the ballistic or quasi-ballistic limit.

We have only been able to introduce the Landauer approach and to

point out that it is intuitive and sensible. The approach provides a simple,

physical description of transport in so-called mesoscopic structures. Those

interested in more discussion of the underlying physical assumptions should

consult ref. [2], and those interested in a more complete discussion of ap-

plications, should consult [3]. The treatment in this lecture, will, however,

be enough for us to understand the operation of nanoscale transistors.
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Lecture 13

The Ballistic MOSFET

13.1 Introduction

13.2 The MOSFET as a nanodevice

13.3 Linear region

13.4 Saturated region

13.5 From linear to saturation

13.6 Charge-based current expressions

13.7 Discussion

13.8 Summary

13.9 References

13.1 Introduction

In previous lectures we discussed the MOSFET as a barrier controlled de-

vice (Lecture 3), MOS electrostatics (Lectures 6-10), and transport (Lec-

ture 12), now we are ready to put these concepts together in a model that

describes the essential physics of nanoscale MOSFETs. We begin with

ballistic MOSFETs. Real MOSFETs can be complicated [1] and detailed

semiclassical simulations (that treat electrons as particles [2]) and quantum

mechanical simulations (that treat electrons as waves [3]) are necessary to

understand devices in detail. Our goal is different – it is to understand the

principles of nanotransistors in a simple, physically sound way that is suit-

able for interpreting what we see in experiments and in detailed simulations

and for device modeling. The basic principles apply to Si MOSFETs and

to other MOSFETs such as III-V MOSFETs [4] and nanowire and carbon

nanotube MOSFETs [5].

We will assume that the electron charge vs. gate voltage, Qn(VGS , VDS),

219
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is known both below and above threshold. It may, for example, be described

by a semiempirical expression, such as eqn. (11.14). In this lecture, we’ll

use the Landauer approach, eqn. (12.2), and assume ballistic transport,

T (E) = 1, so the drain current is given by

IDS =
2q

h

∫
M(E)

(
fS(E)− fD(E)

)
dE Amperes , (13.1)

where fS is the Fermi function in the source and fD the Fermi function in

the drain.

When the drain voltage is large, then fS(E) � fD(E) for all energies

of interest, and the saturation current is given by

IDSAT =
2q

h

∫
M(E)fS(E)dE Amperes . (13.2)

In the linear region, the drain to source voltage is small, fS ≈ fD, so we

can find the linear region current from eqn, (12.9) as

IDLIN = GchVDS = VDS/Rch Amperes

Gch = 1/Rch =
2q2

h

∫
M(E)

(
−∂f0

∂E

)
dE Siemens ,

(13.3)

where Gch (Rch) is the channel conductance (resistance). By evaluating

these equations, we will obtain the ballistic linear region current, the bal-

listic on-current, and the ballistic current from VDS = 0 to VDS = VDD,

but these equations were derived to describe a nanodevice like that in Fig.

12.1. How do we treat the MOSFET as a nanodevice?

13.2 The MOSFET as a nanodevice

In Lecture 12, we presented the Landauer approach as a way to describe

a nanodevice illustrated schematically in Fig. 12.1. Figure 13.1 shows

how we treat a MOSFET as a nanodevice. As discussed in Lecture 3, the

MOSFET uses a gate voltage to modulate the height of an energy barrier.

Figure 13.1 shows Ec(x) vs. x with the source and drain Fermi levels,

EFS and EFD, indicated. As discussed in Lecture 3, the magnitude of

the drain current is determined by the height of the energy barrier and by

the transmission across a short region of length, ` < L, near the top of the

barrier. If electrons injected from the source backscatter in this short region

(the “bottleneck” region), they return to the source and do not contribute to

the drain current. If they transmit across this short region, they are almost
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certain to exit from the drain. This occurs because the strong electric field

in the drain end of the channel sweeps electrons across and out the drain –

even if they backscatter in this region, they are likely to exit through the

drain contact. The high-field region acts as a carrier collector, an absorbing

contact. In this lecture, we assume that the transmission across the short

region near the top of the barrier is one. The critical, bottleneck region is

ballistic, but the entire device need not be ballistic.

When applying the Landauer approach to the MOSFET, we compute

the density of electrons near the top of the barrier from the local density

of states there, LDOS = D2D(E, x = 0), and the current from the number

of channels at the top of the barrier, M(E, x = 0) and the transmission,

T (E), across the critical region of length, `. Note that we do not attempt

to spatially resolve the calculations, so we can’t specify the detailed shape

of Ec(x) vs. x; to do that we need to solve the transport equations (e.g.

drift-diffusion, Boltzmann, or quantum) self-consistently with the Poisson

equation. Such simulations are needed to fully understand transistors, but

insight into the essentials can be gained by focusing on the region near the

top of the energy barrier.

Fig. 13.1 Illustration of how a MOSFET is treated as a nanodevice of the type illus-

trated in Fig. 12.1. The short region of length, `, is a bottleneck for current that begins
at the top of the barrier. This short region is treated as a nanodevice.
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13.3 Linear region

To evaluate the linear region current, we begin with eqn. (13.3), the ballistic

channel conductance. For the distribution of channels, we use eqn. (12.28)

to write

M(E) = WM2D(E) = Wgv

√
2m∗(E − Ec(0))

π~
, (13.4)

where we use Ec(0) to denote the bottom of the first subband. For the

Fermi function, we use eqn. (12.3) with EF ≈ EFS ≈ EFD. The integral

can be evaluated as in Sec. 12.8; the result is just like eqn. (12.41) except

that the diffusive transmission, λ0/L, is replaced by unity, because we are

assuming ballistic transport. The result is

IDLIN = GchVDS =

[
W

2q2

h

(
gv
√

2πm∗kBT

2π~

)
F−1/2(ηF )

]
VDS , (13.5)

where

ηF = (EFS − Ec(0)) /kBT , (13.6)

with Ec(0) being the bottom of the conduction band at the top of the

barrier.

Equation (13.5) is the correct linear region current for a ballistic MOS-

FET, but it looks much different from the traditional expression, eqn. (4.5),

IDLIN =
W

L
|Qn(VGS)|µnVDS . (13.7)

In Lecture 15, we’ll discuss the connection between the ballistic and tradi-

tional MOSFET models.

13.4 Saturation region

To evaluate the current in the saturation region, we begin with eqn. (13.2)

and evaluate the integral much like we did for the linear region current.

The result is

IDSAT = W
2q

h

(
gv
√

2m∗kBT

π~

)
kBT

√
π

2
F1/2(ηF ) . (13.8)

Equation (13.8) is the correct saturated region current for a ballistic MOS-

FET, but it looks much different from the traditional velocity saturation

expression, eqn. (4.7),

IDSAT = W |Qn(VGS , VDS)|υsat . (13.9)

We’ll discuss the connection between these two models in Lecture 15.
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13.5 From linear to saturation

In the previous two sections, we derived the ballistic drain current in the

linear (low VDS) and saturation (high VDS) regions. The virtual source

model describes the drain current across the full range of VDS by using an

empirical drain saturation function to connect these two currents. We’ll dis-

cuss this virtual source approach in Lecture 15. For the ballistic MOSFET,

however, it is easy to compute drain current from low to high VDS .

To evaluate the ballistic drain current for arbitrary drain voltage, we

begin with eqn. (13.1) and evaluate the integral much like we did for the

saturation region current. The result is

IDS = W
q

h

(
gv
√

2πm∗kBT

π~

)
kBT

[
F1/2(ηFS)−F1/2(ηFD)

]
, (13.10)

where

ηFS = (EFS − Ec(0)) /kBT

ηFD = (EFD − Ec(0)) /kBT = (EFS − qVDS − Ec(0)) /kBT. (13.11)

13.6 Charge-based current expressions

Equation (13.10) is the correct current for a ballistic MOSFET at arbitrary

VDS , but it is not in terms of the inversion large charge, Qn. To compute

Qn, we need to include the positive velocity electrons injected from the

source that populate +υx states at the top of the barrier and negative

velocity electrons injected from the drain that populate −υx states at the

top of the barrier. For arbitrary VDS , we find the inversion charge from

Qn = −qnS = −qN2D

2
[F0(ηFS) + F0(ηFD)] , (13.12)

which comes from eqn. (12.34).

We can now use eqn. (13.12) with (13.10) to express the drain current
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in terms of Qn. After some algebra, we find

IDS = W |Qn(VGS , VDS)| υball
inj

[
1−F1/2(ηFD)/F1/2(ηFS)

1 + F0(ηFD)/F0(ηFS)

]

Qn(VGS , VDS) = −qN2D

2
[F0(ηFS) + F0(ηFD)]

υball
inj =

〈〈
υ+
x

〉〉
=

√
2kBT

πm∗
F1/2(ηFS)

F0(ηFS)
= υT

F1/2(ηFS)

F0(ηFS)

ηFD = ηFS − qVDS/kBT .

(13.13)

Equations (13.13), which give the IV characteristic of a ballistic MOSFET,

are the main result of this lecture. Equations of this kind were first derived

by Natori [6] and later extended [7]. They give the drain current over the

entire range of VDS .

The ballistic IV characteristic would be computed as follows. First, we

compute Qn(VGS , VDS) from MOS electrostatics, perhaps using the semi-

empirical expression, eqn. (11.14). Next we determine the location of the

source Fermi level, ηFS by solving the second equation in (13.13) for ηFS
given a value of Qn(VGS , VDS). Then we determine υball

inj from the third

equation in (13.13). Finally, we determine the drain current at the bias

point, (VGS , VDS) using the first equation in (13.13). Figure 13.2 shows the

computed IV characteristics using parameters for an Extremely Thin SOI

n-channel MOSFET taken from [8].

Exercise 13.1: Show that eqn. (13.13) gives the correct linear

and saturation region currents.

Equations (13.13) gave the ballistic IV characteristic for arbitrary VDS in

terms of Qn. For low VDS and for high VDS , eqn. (13.13) should reduce

to eqns. (13.5) and (13.8) respectively. The point of this exercise is to

demonstrate this.

Consider the linear region first. Since VDS is small, ηFS ≈ ηFD, the
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Fig. 13.2 Simulated IV characteristic of a ballistic MOSFET. Realistic parameters (in-
cluding series resistance) for an ETSOI MOSFET were taken from [8]. An off-current of

100 nA/µm was assumed, which resulted in a threshold voltage of 0.44 V. Left: Fermi-
Dirac statistics assumed. Right: Maxwell-Boltzmann statistics assumed. In both cases,

a series resistance of RSD = RS + RD = 260 Ω − µm was used, and the steps are

from VGS = 0.5 to VGS = 1.0 V. (Figure provided by Xingshu Sun, Purdue University,
August, 2014.)

denominator of eqn. (13.13) becomes two, and we find

Iball
DLIN = W |Qn|υball

inj

[
1−F1/2(ηFD)/F1/2(ηFS)

2

]
.

Now multiply and divide by F1/2(ηFS) to find

Iball
DLIN = W |Qn|υball

inj

1

F1/2(ηFS)

[F1/2(ηFS)−F1/2(ηFD)

2

]
.

Next, multiply and divide by ηFS − ηFD = qVDS/kBT and find

Iball
DLIN = W |Qn|

υball
inj

2kBT/q

1

F1/2(ηFS)

[F1/2(ηFS)−F1/2(ηFD)

ηFS − ηFD

]
VDS .

Because ηFD is just a little less than ηFS , we recognize the term in square

brackets as a derivative of a Fermi-Dirac integral [9],[F1/2(ηFS)−F1/2(ηFD)

ηFS − ηFD

]
≈
∂F1/2(ηFS)

∂ηFS
= F−1/2(ηFS) ,

so the current becomes

Iball
DLIN = W |Qn|

υball
inj

2kBT/q

F−1/2(ηFS)

F1/2(ηFS)
VDS ,

which is identical to eqn. (13.5), the expression for IDLIN .
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Consider next the saturation current for which the drain voltage is large.

Since VDS is large, ηFD � 0 and the Fermi-Dirac integrals involving ηFD
reduce to exponentials. The current expression, eqn. (13.13), becomes,

Iball
DSAT = W |Qn(VGS , VDS)|υball

inj

[
1− eηFS−qVDS/kBT /F1/2(ηFS)

1 + eηFS−qVDS/kBT /F0(ηFS)

]
.

For large VDS , the term in the square brackets is seen to approach one, so

the current for large drain voltage is

Iball
DSAT = W |Qn(VGS , VDS)|υball

inj ,

which is identical to eqn. (13.8) for Iball
DSAT .

Exercise 13.2: Derive the IV characteristics, analogous to

eqns. (13.13), for a ballistic nanowire MOSFET.

In a nanowire MOSFET, the gate surrounds the channel leading to better

electrostatics and therefore, lower DIBL and improved channel length scal-

ability. Assume that the diameter of the nanowire is small, so that electrons

behave as 1D carriers with only a single subband occupied. Derive the IV

characteristics for a 1D MOSFET and compare the results to eqns. (13.13)

for a 2D MOSFET.

Just as for a 2D MOSFET, we begin with eqn. (13.1), but instead of

eqn. (13.4) for M(E), we need the 1D distribution of channels. From eqn.

(12.25), we find

M(E) = M1D(E) =
h

4
〈υ+
x (E)〉D1D(E) .

For a 1D semiconductor with parabolic energy bands, the 1D density-of-

states is [5, 10]

D1D(E) = gv

√
2m∗

π~
1√

E − Ec
. (13.14)

There are no angles to average over in 1D, so

〈υ+
x (E)〉 = υ(E) .

Putting this all together, we find

M1D(E) = 0 E < Ec

M1D(E) = gv E > Ec ;
(13.15)

the distribution of channels in 1D is constant for E > Ec [10]. (Note that

we are using Ec to denote the bottom of the lowest subband.)
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Now we can integrate eqn. (13.1) using the 1D M(E) to find

IDS =
q

h
kBT [F0(ηFS)−F0(ηFD)] ,

which is the 1D analog of eqn. (13.10) for 2D electrons.

Next, we wish to express the drain current in terms of the electron

charge. We begin with eqn. (12.34), but use the 1D density-of-states to

write

nL =
N1D

2

[
F−1/2(ηFS) + F−1/2(ηFD)

]
m−1 , (13.16)

where the 1D effective density-of-states is

N1D =

√
2m∗kBT

π~2
m−1 . (13.17)

In 2D, the carrier density is per m2, but in 1D it is per m. Using this

expression for nL, we find the electron charge per unit length to be

Qn = −qnL = −qN1D

2

[
F−1/2(ηFS) + F−1/2(ηFD)

]
C/m ,

which is the 1D analog of eqn. (13.12) for 2D. Now it just takes a little

algebra to express the drain current in terms of Qn. The result, analogous

to eqn. (13.13) for 2D electrons, is

IDS = |Qn(VGS , VDS)|υball
inj

[
1−F0(ηFD)/F0(ηFS)

1 + F−1/2(ηFD)/F−1/2(ηFS)

]

Qn(VGS , VDS) = −qN1D

2

[
F−1/2(ηFS) + F1/2(ηFD)

]

υball
inj =

〈〈
υ+
x

〉〉
=

√
2kBT

πm∗
F0(ηFS)

F−1/2(ηFS)
= υT

F0(ηFS)

F−1/2(ηFS)

ηFD = ηFS − qVDS/kBT .

(13.18)

Note that the unidirectional thermal velocity in the nondegenerate limit is

the same in 1D as in 2D and 3D. For nondegenerate conditions, 〈〈υ+
x 〉〉 =

υT , but for degenerate conditions, 〈〈υ+
x 〉〉 > υT .

Finally, we need to discuss how to compute Qn(VGS , VDS). We could

develop expressions analogous to eqn. (9.52) for the ETSOI MOSFET, or,
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if we are content with a simple, above threshold treatment, we could find

the charge in C/m from

Qn = 0 VGS ≤ VT
Qn = −Cins (VGS − VT ) VGS > VT ,

where

Cins =
2πεins

ln
(

2tins+twire
twire

) F/m ,

with twire being the diameter of the nanowire.

This exercise shows that the derivation of the ballistic IV characteristics

of a nanowire MOSFET proceeds much like that of the planar MOSFET

and that the final expressions are similar.

13.7 Discussion

Equations (13.13) describes the IV characteristics of a ballistic MOSFET.

Recall from eqn. (11.1) that we can always write the drain current of a

MOSFET as the product of charge and velocity,

IDS = W |Qn (VGS , VDS)| υ(0) . (13.19)

By equating this equation to the drain current in (13.13), we get an expres-

sion for the average velocity of carriers at the top of the barrier (located at

x = 0),

υ(0) = υball
inj

[
1−F1/2(ηFD)/F1/2(ηFS)

1 + F0(ηFD)/F0(ηFS)

]
υball
inj =

√
2kBT

πm∗
F1/2(ηFS)

F0(ηFS)
.

(13.20)

In the next lecture, we will discuss this velocity and explain why the velocity

saturates for high drain biases in a ballistic MOSFET.

The Fermi-Dirac integrals in the equations we’ve developed make these

equations look complicated and can hide the underlying simplicity of the

ballistic MOSFET. Consider the nondegenerate case, where the equations

simplify. For a nondegenerate semiconductor,

EF � Ec

ηF = (EF − Ec) /kBT � 0 .
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In the nondegenerate case, Fermi-Dirac integrals of any order, j, reduce to

exponentials [9]

Fj(ηF )→ eηF .

Accordingly, in the nondegenerate limit, eqn. (13.13) becomes

IDS = W |Qn(VGS , VDS)| υT
(

1− e−qVDS/kBT

1 + e−qVDS/kBT

)

υT =

√
2kBT

πm∗
.

(13.21)

Equation (13.21) has a simple, physical interpretation in terms of

thermionic emission over a barrier, as illustrated in Fig. 13.3. The net

current, the drain current, is the difference between the current injected

from the source, ILR, and the current injected from the drain, IRL. As

discussed in Lecture 3, Sec. 6, a simple thermionic emission treatment

gives eqn. (3.7), which is identical to eqn. (13.21). The derivation from

the Landauer approach described in this lecture provides a prescription for

computing υT and for extending the treatment to non-degenerate carrier

statistics (e.g. eqn. (13.13) vs. (13.21)). The drain current saturates when

IRL becomes negligible compared to ILR. This occurs when VDS is greater

than a few kBT/q for nondegenerate conditions and for a somewhat higher

voltage when Fermi-Dirac statistics are used.

13.8 Summary

In this lecture, we used the Landauer approach introduced in Lecture 12 to

compute the IV characteristics of a ballistic MOSFET. We combined the

Landauer expression for current, eqn. (13.1), with the constraint that MOS

electrostatics must be satisfied. The result was a fairly simple model for

the ballistic MOSFET as summarized in eqns. (13.13). For non-degenerate

carrier statistics, the model simplifies to eqn. (13.21), which is identical to

the thermionic emission model discussed in Sec. 3.6.

For a MOSFET operating in the subthreshold region, nondegenerate

carrier statistics can be employed, so eqn. (13.21) can be used. Above
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Fig. 13.3 Illustration of the two fluxes inside a ballistic MOSFET. ILR is the current

injected from the source, and IRL is the current injected from the drain. The net
drain current is the difference between the two, IDS = ILR − IRL. For a well-designed

MOSFET, however, MOS electrostatics also demands that the charge at the top of the

barrier, Qn(0), is independent of the ratio of these two fluxes.

threshold however, the conduction band at the top of the barrier is close to,

or even below the Fermi level, so eqn. (13.13) should be used. Nevertheless,

it is common in MOS device theory to assume nondegenerate conditions

(i.e. to use Maxwell-Boltzmann statistics for carriers) because it simplifies

the calculations and makes the theory more transparent. Also, in practice,

there are usually some device parameters that we don’t know precisely, so

the use of nondegenerate carrier statistics with some empirical parameter

fitting is common.

As discussed in earlier lectures, the drain current is the product of charge

and velocity. In Lectures 6 - 10, we discussed the charge, Qn(VGS , VDS),

extensively because it is so important. Equations (13.20) describes the av-

erage velocity at the top of the barrier for arbitrary gate and drain voltages.

Because understanding the average velocity is as important as understand-

ing the charge, we devote the next lecture to a discussion of this topic.
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but recently, III-V MOSFETs have attracted considerable interest. For a
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semiconductors,” Nature, 479, pp. 317-323 2011.

For another treatment of ballistic MOSFETs - including nanowire and car-

bon nanotube MOSFETs, see:

[5] Mark Lundstrom and Jung Guo, Nanoscale Transistors: Physics, Mod-

eling, and Simulation, Springer, New York, USA, 2006.

The theory of the ballistic MOSFET was first presented by Natori and later

extended by Rahman, et al.
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[10] Mark Lundstrom and Changwook Jeong, Near-Equilibrium Transport:
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Lecture 14

The Ballistic Injection Velocity

14.1 Introduction

14.2 Velocity vs. drain voltage

14.3 Velocity saturation in a ballistic MOSFET

14.4 Ballistic injection velocity

14.5 Discussion

14.6 Summary

14.7 References

14.1 Introduction

The drain current of a MOSFET is the product of charge and velocity,

IDS = W |Qn (x = 0, VGS , VDS) | υ(x = 0, VGS , VDS) . (14.1)

In Lecture 13 we showed that by equating eqn. (14.1) to the ballistic drain

current, eqn. (13.13), we obtain an expression for the average velocity of

carriers at the top of the barrier (located at x = 0) as

υ(x = 0, VGS , VDS) =
〈〈
υ+
x

〉〉 [1−F1/2(ηFD)/F1/2(ηFS)

1 + F0(ηFD)/F0(ηFS)

]
〈〈
υ+
x

〉〉
= υball

inj =

√
2kBT

πm∗
F1/2(ηFS)

F0(ηFS)
.

(14.2)

Equations (14.2) assume 2D electrons in the channel of a planar MOSFET.

For 1D electrons in the channel of a nanowire MOSFET, different orders of

the Fermi-Dirac integrals result.

The average velocity at the top of the barrier (the injection velocity)

depends on both the gate and drain voltages. In this lecture, we’ll discuss

these dependencies. An important goal is to understand velocity saturation

233
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at high drain voltages in ballistic MOSFETs and then to understand how

to compute the magnitude of the the saturated velocity. As shown in Fig.

13.2, the computed IV characteristics of ballistic MOSFETs display the

signature of velocity saturation (the saturation current varies approximately

linearly with (VGS − VT )), but it’s clear that the cause of this saturation

in a ballistic MOSFET cannot involve the scattering limited velocity, υsat,

as discussed in Lecture 4, Sec.4. We will see that the velocity does, indeed,

saturate in a ballistic MOSFET – for reasons that are easy to understand

but that are much different than velocity saturation in bulk semiconductors

under high electric field.

14.2 Velocity vs. VDS

Equation (14.2) describes how the average velocity at the top of the bar-

rier varies with voltage. For Maxwell-Boltzmann statistics, the equation

simplifies to

υ(0) = υT

[
1− eqVDS/kBT

1 + eqVDS/kBT

]
υT =

〈〈
υ+
x

〉〉
= υball

inj =

√
2kBT

πm∗
.

(14.3)

Figure 14.1 is a sketch of υ(0) vs. VDS along with energy band diagrams

for low VDS and for high VDS . For low VDS , υ(0) ∝ VDS , and for high VDS ,

υ(0) saturates at υT .

The velocity vs. drain voltage sketched in Fig. 14.1 is much like the

result from the traditional analysis; the velocity is proportional to the drain

voltage for low voltage, and it saturates at high voltages. Note, however,

that this velocity is at the top of the source to channel barrier, at x = 0.

The velocity saturates at the source end of the channel, at the top of the

barrier where the electric field is zero and not at the drain end of the channel

where the electric field is high.

To understand the proportionality of the velocity to VDS for small volt-

ages, we expand the exponentials in eqn. (14.3) for small argument to

find

υ(0) =
υT

2kBT/q
VDS . (14.4)

Now multiply and divide by the channel length, L, to find

υ(0) =

(
υTL

2kBT/q

)
VDS
L

. (14.5)
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Fig. 14.1 Left: Sketch of the average velocity vs. VDS according to eqn. (14.3). Right:

Corresponding energy band diagrams under low and high VDS . Maxwell-Boltzmann
statistics are assumed.

The first term on the RHS can be recognized as the ballistic mobility from

eqn. (12.48), and the second term is the electric field in the channel, Ex =

VDS/L. The result is that the velocity for low VDS can be written as

υ(0) = µBEx . (14.6)

The low VDS velocity in the ballistic MOSFET can, therefore, be written as

in the traditional analysis where υ(0) = µnEx with µn being the scattering

limited velocity, but we need to replace µn with µB .

14.3 Velocity saturation in a ballistic MOSFET

According to eqn. (14.3), the average x-directed velocity at the top of the

barrier saturates for high drain voltages. To see exactly how this occurs, we

should examine the microscopic distribution of velocities in the x−y plane of

the channel. First, let’s recall how they are distributed in a nondegenerate,

bulk semiconductor in equilibrium. For a nondegenerate semiconductor,

the Fermi function simplifies to

f0(E) =
1

1 + e(E−EF )/kBT
→ e(EF−E)/kBT . (14.7)

For electrons in a parabolic conduction band,

E = Ec +m∗υ2/2 , (14.8)
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so the nondegenerate Fermi function becomes

f0(υ) = e(EF−Ec)/kBT × e−m
∗υ2/2kBT . (14.9)

Since electrons move freely in the x− y plane,

υ2 = υ2
x + υ2

y , (14.10)

and the nondegenerate Fermi function reduces to the well-known

Maxwellian distribution of velocities as given by

f0(υx, υy) = e(EF−Ec)/kBT × e−m
∗(υ2

x+υ2
y)/2kBT . (14.11)

Equation (14.11) describes the distribution of velocities in a nondegener-

ate semiconductor in equilibrium. Figure 14.2 is a plot of the Maxwellian

velocity distribution. As expected, every positive velocity is balanced by a

negative velocity, so the average velocity is zero in equilibrium.

Fig. 14.2 Plot of the Maxwellian distribution of electron velocities in a nondegenerate
semiconductor in equilibrium. (From: J.-H. Rhew, Zhibin Ren, and Mark Lundstrom,
“A Numerical Study of Ballistic Transport in a Nanoscale MOSFET,” Solid-State Elec-

tronics, 46, pp. 1899-1906, 2002.)

A ballistic MOSFET under high drain bias is far from equilibrium, so

we expect the distribution of carrier velocities to be much different from the

equilibrium distribution shown in Fig. 14.2. Figure 14.3 shows the results

of a numerical solution of the Boltzmann Transport Equation for a 10 nm

channel length ballistic MOSFET. The gate voltage is high, so the source

to channel energy barrier is low. As indicated on the right of Fig. 14.3, we

seek to understand the distribution of carrier velocities at the top of the

barrier as the drain voltage increases from VDS = 0 V to VDS = VDD.
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In a ballistic MOSFET, the distribution of velocities at the top of the

barrier consists of two components, a positive velocity component injected

from the source and a negative velocity component injected from the drain.

These two components are given by

f+(υx > 0, υy) = e(EFS−Ec(0))/kBT × e−m
∗(υ2

x+υ2
y)/2kBT

f−(υx < 0, υy) = e(EFD−Ec(0))/kBT × e−m
∗(υ2

x+υ2
y)/2kBT ,

(14.12)

where EFS is the Fermi level in the source, and EFD = EFS − qVDS is the

Fermi level in the drain. As VDS increases, the magnitude of f−(υx, υy)

decreases.

On the right side of Fig. 14.3 is a plot of the velocity distributions

at four different drain voltages. Consider first the VDS = 0 case where the

velocity distribution has an equilibrium shape and υ(0) = 0. Since VDS = 0,

no current flows and the MOSFET is in equilibrium, so the observation of

an equilibrium distribution of velocities is not a surprise. It is interesting,

however, to ask how equilibrium is established, since it is the exchange

of energy between electrons and phonons (via electron-phonon scattering)

that brings the electron and phonon systems into equilibrium at a single

temperature, T . There is no scattering in a ballistic MOSFET, so how

is equilibrium established? The answer is that at the top of the barrier,

all electrons with υx > 0 came from the source, in which strong electron-

phonon scattering maintains equilibrium. Also at the top of the barrier, all

electrons with υx < 0 came from the drain, where strong electron-phonon

scattering maintains equilibrium. Since EFS = EFD at VDS = 0, the

magnitudes of the positive and negative components are equal, so an overall

equilibrium Maxwellian velocity distribution results. Even though there is

no scattering near the top of the barrier, the distribution of velocities is an

equilibrium one.

Consider next the VDS = 0.05 V case. In this case, the magnitude

of the negative velocity component is smaller, so there are fewer negative

velocity electrons but the same number of positive velocity electrons, so the

average x-directed velocity is positive. We have seen that for this small VDS
regime, the average velocity increases linearly with VDS . The VDS = 0.1

V velocity distribution shows an even smaller negative velocity component,

so the average x-directed velocity is even larger. Finally, the VDS = 0.6 V

velocity distribution shows no negative velocity electrons because the drain

Fermi level has been lowered so much that the probability of a negative

velocity state at the top of the barrier being occupied is negligibly small.

The average x-directed velocity is as large as it can be; further increases in
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Fig. 14.3 Results of numerical simulations of a ballistic MOSFET. Left: Ec(x) vs. x at
a high gate voltage for various drain voltages. Right: The velocity distributions at the

top of the barrier at four different drain voltages. (From: J.-H. Rhew, Zhibin Ren, and

Mark Lundstrom, “A Numerical Study of Ballistic Transport in a Nanoscale MOSFET,”
Solid-State Electronics, 46, pp. 1899-1906, 2002.)

the drain voltage will not increase the velocity – the velocity has saturated.

Figure 14.3 explains the velocity vs. drain voltage characteristic we

derived in eqn. (14.3), but there is a subtle point that should be discussed.

A careful look at the hemi-Maxwellian distribution for VDS = 0.6 V shows

that it is larger than the positive half of the equilibrium distribution for

VDS = 0 V. Apparently, the positive half of the distribution increased even

though the source Fermi level, EFS , did not change. A careful look at the

left figure in Fig. 14.3 shows that Ec(0) is pushed down for increasing VDS .

This is a result of MOS electrostatics in a well-designed MOSFET.

In a well-designed MOSFET, the charge at the top of the barrier, Qn(0),

depends only (or strongly) on the gate voltage and does not change sub-

stantially with increasing drain voltage (i.e. the DIBL is low). As the

population of negative velocity electrons decreases with increasing VDS ,

more positive velocity electrons must be injected to balance the charge on

the gate. Since the source Fermi level does not change, eqn. (14.12) shows

that Ec(0) must decrease in order to increase the charge injected from the

source and satisfy MOS electrostatics.

Finally, we note that the overall shapes of the velocity distributions for

VDS > 0 are much different from the equilibrium shape, but each half has an
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equilibrium shape. Scattering is what returns a system to equilibrium, and

there is no scattering in the channel of a ballistic MOSFET. The ballistic

device is very far from equilibrium, but each half of the velocity distribution

is in equilibrium with one of the two contacts.

14.4 Ballistic injection velocity

The ballistic injection velocity, υball
inj = 〈〈υ+

x 〉〉, is an important device pa-

rameter – it plays the role of υsat in the traditional velocity saturation

model. As indicated in Fig. 14.3, 〈〈υ+
x 〉〉 is the average x-directed velocity

of the hemi-Maxwellian (or Fermi-Dirac) velocity distribution that occurs

at the top of the barrier under high drain bias. It is the angle-averaged

x-directed velocity at a specific energy, E, which is then averaged over en-

ergy and is given by eqn. (14.2). Equation (14.2) was derived indirectly,

by deriving the current and then writing it as the product of charge and

velocity. It was derived directly in Exercise 12.2. Figure 14.4 is a plot of the

ballistic injection velocity vs. inversion layer density, nS for electrons in Si

at T = 300 K. (As discussed in the next section, we assume that only the

lowest subband in the conduction band is occupied, so that the appropriate

effective mass is m∗ = 0.19m0, and the valley degeneracy is gv = 2). Under

high drain bias, the inversion layer density at the top of the barrier is

nS =
N2D

2
F0(ηF ) =

gvm
∗kBT

2π~2
F0(ηF ) . (14.13)

For a given nS , eqn. (14.13) is solved to find ηF , which is then used in eqn.

(14.2) to compute υball
inj . At 300 K, the 2D density-of-states for (100) Si has

a numerical value of

N2D = 2.05× 1012 cm−2 . (14.14)

For nS < N2D, the semiconductor can by considered to be non-degenerate

and for nS > N2D, Fermi-Dirac statistics becomes important.

As shown in Fig. 14.4 for nS � 1012 cm−2, the semiconductor is nonde-

generate; the Fermi-Dirac integrals in eqn. (14.2) reduce to exponentials,

so 〈〈
υ+
x

〉〉
= υball

inj → υT =

√
2kBT

πm∗
= 1.2× 107 cm/s . (14.15)

For nS > 1012 cm−2, the semiconductor becomes degenerate and υball
inj in-

creases. This occurs because as states near the bottom of the band are
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occupied, the Fermi level rises in energy and higher velocity states are oc-

cupied. The increase in injection velocity explains why the computed IV

characteristics for a ballistic MOSFET shown in Fig. 13.2 show higher

currents for Fermi-Dirac statistics – Fermi-Dirac statistics lead to higher

velocities. The dependence of the injection velocity on gate voltage is weak,

so both the Maxwell-Boltzmann and Fermi-Dirac cases in Fig. 13.2 show

saturation currents that increase about linearly with VGS . Thus, in both

cases, we would conclude from the IV characteristic that we are dealing

with a velocity saturated MOSFET. As we will see in Lecture 17, scattering

Fig. 14.4 Ballisitic injection velocity vs. sheet carrier density for 2D electrons in (100)
Si. A single subband with an effective mass of 0.19m0 and room temperature are as-

sumed.

in real MOSFETs reduces the injection velocity, but the ballistic injection

velocity discussed here provides an upper limit to the injection velocity in

a MOSFET.

Exercise 14.1: Ballistic injection velocity in the fully degen-

erate limit.

It is particularly easy to compute the ballistic injection velocity at T = 0

K where f0(E) = 1 for E < EF and f0 = 0 for E > EF . We proceed as in
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Exercise 12.2 and write

υball
inj =

〈〈
υ+
x

〉〉
=

2

π

∫∞
Ec

√
2(E − Ec)/m∗f0(E)dE∫∞

Ec
f0(E)dE

=
2

π

NUM

DEN
.

Beginning with the numerator, we have

NUM =

√
2

m∗

∫ ∞
Ec

(E − Ec)1/2f0(E)dE =

√
2

m∗

∫ EF

Ec

(E − Ec)1/2(1)dE ,

which is easily evaluated to find

NUM =

√
2

m∗

(
2

3
(EF − Ec)3/2

)
.

Next, we turn to the denominator

DEN =

∫ ∞
Ec

f0(E)dE =

∫ EF

Ec

(1)dE = (EF − Ec) .

Using these results we find the ballistic injection velocity as

υball
inj =

〈〈
υ+
x

〉〉
=

2

π

√
2
m∗

2
3 (E − Ec)3/2

(EF − Ec)
=

4

3π

√
2

m∗
(EF − Ec)1/2

.

It is useful to express this result in terms of the Fermi velocity, the

velocity of electrons at the Fermi level, which is found from

1

2
m∗υ2

F = (EF − Ec) .

The Fermi velocity is found to be

υF =

√
2 (EF − Ec)

m∗
. (14.16)

Finally, we find the ballistic injection velocity in terms of the Fermi velocity

to be

υball
inj =

4

3π
υF . (14.17)

As expected, the ballistic injection velocity is less that the Fermi velocity

because it is the average velocity of all electrons below the Fermi level.
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Exercise 14.2: Ballistic injection velocity for a realistic MOS-

FET.

Consider an n-channel Si MOSFET at T = 300 K biased in the on-state with

an inversion layer density of nS = 1013 cm−2. Assume a (100) oriented wafer

with only the bottom subband occupied. What is the ballistic injection

velocity?

If the semiconductor is non-degenerate (which is not likely with nS so

high), the result would be eqn. (14.15),

υball
inj = υT =

√
2kBT

πm∗
= 1.2× 107 cm/s .

Assuming that only the lowest subband is occupied, the correct expression

is eqn. (14.2). To evaluate this expression, we need ηF , which is obtained

by solving eqn. (14.13), from which we find

ηF = log
[
enS/(N2D/2) − 1

)
= 9.76 ,

Using this result in eqn. (14.2), we find

υball
inj =

√
2kBT

πm∗
F1/2(ηF )

F0(ηF )
= 1.2× 107 cm/s×

F1/2(9.76)

F0(9.76)

= 1.2× 107 cm/s× 23.2

9.8
= 2.4× 107 cm/s .

Note that this result is twice the result obtain with non-degenerate statis-

tics.

As this calculation and Fig. 14.4 show, degenerate carrier statistics

increase the value of the injection velocity considerably. For a typical Si

MOSFET, however, the actual ballistic injection velocities are lower be-

cause multiple subbands (some with higher effective masses in the x − y
plane) are likely to be occupied and because quantum confinement increases

the effect mass due to conduction band nonparabolicity. When quantitative

predictions are needed, careful attention to bandstructure is required.

14.5 Discussion

When calculating the ballistic injection velocity for electrons in (100) Si,

we assumed an effective mass of 0.19m0 and a valley degeneracy of gv = 2.

The conduction band of Si has six equivalent valleys, and their constant

energy surfaces are ellipsoids described by effective masses of m∗l = 0.91m0
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and m∗t = 0.19m0. As discussed in Lecture 9, Sec. 2, however, quantum

confinement lifts the degeneracy of these six valleys. The lowest two sub-

bands are degenerate with gv = 2 and a circular constant energy in the

x − y plane with m∗ = 0.19m0. In the simple examples considered in this

lecture (for example, when calculating the ballistic injection velocity), we

have assumed that only the bottom, unprimed subband (for which the mass

in the confinement direction is m∗ = m∗l and the mass in the x − y plane

is m∗ = m∗t ) is occupied. If higher subbands are occupied, the different

subband energies and the different effective masses in the x and y direc-

tions much be accounted for. The total sheet carrier density is the sum

of the contribution from each occupied subband, and the ballistic injection

velocity is the average velocity in the occupied subbands.

14.6 Summary

We have discussed in this lecture the velocity vs. drain voltage characteris-

tic of a ballistic MOSFET as well as the velocity vs. gate voltage (inversion

charge) characteristic. It may, at first, be surprising that the velocity sat-

urates with increasing drain voltage in the absence of carrier scattering,

but as discussed in this lecture, the physics is easy to understand. While

the velocity saturates in a ballistic MOSFET, it does not saturate near

the drain end of the channel where the electric field and scattering are the

highest – it saturates near the source end of the channel – at the top of be

source to channel barrier where the electric field is zero.

We also discussed the saturated velocity itself, which is known as the

ballistic injection velocity.

This velocity provides an upper limit to the injection velocity in a MOS-

FET. For nS � N2D/2, the ballistic injection velocity is constant, but for

nS & N2D/2, it increases with increasing nS . We discussed some simple,

first order calculations of the ballistic injection velocity, but in practice,

the calculation can be more complex. Quantum confinement can increase

the effective mass. Multiple subbands with different effective masses can be

populated, and strain, which also changes the effective mass may be present

intentionally or as a byproduct of the fabrication process. Nevertheless, the

basic considerations discussed in this lecture provide a clear starting point

for more involved calculations.
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Connecting the Ballistic and VS
Models

15.1 Introduction

15.2 Review of the ballistic model

15.3 Review of the VS model

15.4 Connection

15.5 Comparison with experimental results

15.6 Discussion

15.7 Summary

15.8 References

15.1 Introduction

Equations (13.13) gave the IV characteristics for ballistic MOSFETs.

Equations (5.9) gave the IV characteristics according to the virtual source

model. The connection between these two models is the subject of this

lecture.

For any model of the IV characteristics, the drain current is the product

of charge and velocity,

IDS = W |Qn (x = 0, VGS , VDS)| υ(x = 0, VGS , VDS) . (15.1)

We begin by computing Qn(VGS , VDS) from MOS electrostatics, perhaps

using the semi-empirical expression, eqn. (11.14),

Qn(VGS , VDS) = −mCG(inv)

(
kBT

q

)
ln
(

1 + eq(VGS−VT )/mkBT
)

VT = VT0 − δVDS .
(15.2)

Next, the average velocity at the top of the barrier must be determined.

As discussed in the next two sections, it is done differently in the ballistic

and in the VS models.

245
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15.2 Review of the ballistic model

We summarize the ballistic model as follows. The current is given by eqn.

(15.1). The charge at a given bias, (VGS , VDS) is determined by MOS

electrostatics, perhaps by using eqn. (15.2). To determine the velocity,

we first need to determine the location of the Fermi level (unless Maxwell-

Boltzmann carrier statistics are used). The Fermi level is determined from

the known inversion charge,

Qn(VGS , VDS) = −qN2D

2
[F0(ηFS) + F0(ηFD)] , (15.3)

where

ηFS = (EFS − Ec(0))/kBT ηFD = ηFS − qVDS/kBT . (15.4)

Next, we determine the ballistic injection velocity

υball
inj =

〈〈
υ+
x

〉〉
=

√
2kBT

πm∗
F1/2(ηFS)

F0(ηFS)
, (15.5)

and then the average velocity at the given drain and gate voltages from

eqn. (13.20),

υ(x = 0, VGS , VDS) = υball
inj

[
1−F1/2(ηFD)/F1/2(ηFS)

1 + F0(ηFD)/F0(ηFS)

]
. (15.6)

Finally, we compute the drain current at the bias point, (VGS , VDS) from

eqn. (15.1). Series resistance (always important in practical devices) would

be included as discussed in Lecture 5, Sec. 4. This procedure is how the

IV characteristics shown in Fig. 13.2 were computed.

15.3 Review of the VS model

The Virtual Source model begins with eqns. (15.1) and (15.2), but then

computes the average velocity differently. As discussed in Lecture 5 Sec. 2,

υ(x = 0, VGS , VDS) = FSAT (VDS)υsat , (15.7)

where the drain voltage dependence of the average velocity is given by the

empirical drain saturation function,

FSAT (VDS) =
VDS/VDSAT[

1 + (VDS/VDSAT )
β
]1/β , (15.8)
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with

VDSAT =
υsatL

µn
. (15.9)

The VS drain current at the bias point, (VGS , VDS) is determined from

eqn. (15.1) using the charge from eqn. (15.2) and the average velocity from

eqns. (15.7) - (15.9). Series resistance would be included as discussed in

Chapter 5, Sec. 4.

The VS model is a semi-empirical model used to fit measured IV char-

acteristics. Since the parameters in the model are physical, we learn some-

thing about the device by fitting measured data to the model. There are

only a few device-specific input parameters to this model: CG(inv), VT , m,

µn, υsat, and L. The parameter, β, in eqn. (15.8) is also a fitting parame-

ter, but it does not vary much within a class of devices. (Another empirical

parameter, α, in the charge expression will be discussed in Sec. 19.2.) To fit

the measured characteristics of small MOSFETs, the parameters for long

channel MOSFETs, µn and υsat, have to be adjusted:

µn → µapp υsat → υinj . (15.10)

As we’ll discuss in this lecture, the apparent mobility, µapp, and the in-

jection velocity, υinj , are not just fitting parameters – they have physical

significance.

15.4 Connection

Figure 15.1 is a plot of the IV characteristics of a ballistic MOSFET as

computed from eqns. (13.21), which assume Maxwell-Boltzmann carrier

statistics. Appropriate device parameters were taken from [1], including

the series resistance. Since the VS model is empirical, we fit it to the

computed ballistic IV . The fitted parameters give µapp = 654 cm2/V − s

and υinj = 1.24×107 cm/s. The parameter, β, in eqn. (15.8) was set to 2.9

(it typically varies between 1.6 - 2.0 for realistic Si MOSFETs operating

below the ballistic limit). The physical meaning of β is not clear – it is

simply a fitting parameter in the empirical FSAT function used to describe

the transition from linear to saturation region. The parameters, µapp and

υball
inj do, however, have a clear, physical meaning.

To establish the physical meaning of µapp and υball
inj , we need to relate the

VS model to the Landauer model. We’ll first compare linear region currents,
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Fig. 15.1 Simulated IV characteristics of a ballistic MOSFET (lines). Realistic pa-

rameters for an ETSOI MOSFET were taken from [1] – including a series resistance of
RSD = RS + RD = 260 Ω − µm. An off-current of 100 nA/µm was assumed, which

resulted in a threshold voltage of 0.44 V. Also shown is a VS model fit to the ballistic

IV characteristic (symbols). The steps are from VGS = 0.5 to VGS = 1.0 V. (Figure
provided by Xingshu Sun, Purdue University, August, 2014. Used with permission.)

then saturation region currents, and then briefly discuss the overall shape

of the IV characteristic in Sec. 15.6.

Linear region: ballistic vs. VS

In Lecture 13, eqn. (13.5), we found the linear region ballistic current

to be

Iball
DLIN =

[
W

2q2

h

(
gv
√

2πm∗kBT

2π~

)
F−1/2(ηF )

]
VDS , (15.11)

where

ηF = (EFS − Ec(0)) /kBT , (15.12)

with Ec(0) being the bottom of the conduction band at the top of the

barrier.

For small drain bias, FSAT → VDS/VDSAT and υ(x = 0, VGS , VDS) →
µnVDS/L. From eqn. (15.1), the linear region drain current in the VS

model becomes

IDLIN =
W

L
|Qn(VGS)|µnVDS , (15.13)
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which is also the result from traditional MOSFET theory. To fit the VS

equation to the ballistic IV , we must adjust µn to the appropriate apparent

mobility, µapp so that eqns. (15.11) and (15.13) give the same answer. What

is the physical significance of this fitted mobility?

Although eqns. (15.11) from the ballistic model and (15.13) from the

VS look quite different, they are actually very similar when viewed in the

right way. For example, we expect the linear region current to vary with the

inversion layer charge, Qn(VGS), which is determined by MOS electrostat-

ics. This is apparent in the traditional expression, eqn. (15.13), but not so

apparent in the Landauer expression for the ballistic current, eqn. (15.11).

Note that the magnitude of Qn determines the location of the Fermi level

(ηF ), and that ηF appears in eqn. (15.11), so the dependence on Qn is

in eqn. (15.11), but only implicitly – we’d like to make this dependency

explicit.

In the linear region, the relation between inversion charge and Fermi

level is

Qn = −qnS = −qN2DF0(ηF ) = −q
(
gvm

∗kBT

π~2

)
F0(ηF ) . (15.14)

(This equation is the same as eqn. (13.12) with ηFS ≈ ηFD = ηF .) Now

let’s write the ballistic IDLIN as

Iball
DLIN = Qn

[
Gch
Qn

]
VDS

= |Qn|

W 2q2

h

(
gv
√

2πm∗kBT
2π~

)
F−1/2(ηF )

q
(
gvm∗kBT

π~2

)
F0(ηF )

VDS .
(15.15)

With a little algebra, this expression can be re-expressed as

Iball
DLIN = W |Qn(VGS)|

[
υball
inj

2(kBT/q)

F−1/2(ηF )

F+1/2(ηF )

]
VDS , (15.16)

where υball
inj = 〈〈υ+

x 〉〉 is the unidirectional thermal velocity as given by eqn.

(12.23) (which is also (15.5)). Equation (15.16) is identical to eqn. (15.11);

it just makes the connection to Qn explicit.

Equation (15.16) still looks different from the traditional expression for

the linear region current, eqn. (15.13). To make it look similar, we multiply

and divide eqn. (15.16) by L and find

Iball
DLIN =

W

L
|Qn(VGS)|

[(
υball
inj L

2(kBT/q)

)
F−1/2(ηF )

F+1/2(ηF )

]
VDS . (15.17)
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Note that the dimensions of the quantity in square brackets are m2/V − s,

the dimensions of mobility. Accordingly, we define the ballistic mobility as

[2]

µB ≡

(
υball
inj L

2(kBT/q)

)
F−1/2(ηF )

F+1/2(ηF )
, (15.18)

which is the generalization of eqn. (12.48) for Fermi-Dirac statistics. Fi-

nally, we write the linear region current in the ballistic limit as

Iball
DLIN =

W

L
|Qn(VGS)|µBVDS , (15.19)

which is exactly the traditional expression for the linear region current

except that the mobility has been replaced by the ballistic mobility [2].

To summarize, we have shown that the ballistic linear region current,

eqn. (15.11), can be written in the traditional (VS) form, eqn. (15.13), if

we replace the scattering limited mobility, µn by the ballistic mobility, µB ,

as in eqn. (15.19). The physical significance of the ballistic mobility was

discussed in Lecture 12, Sec. 8.

Saturation region: ballistic vs. VS

In Lecture 13, we found the saturated ballistic current to be (eqn.(13.8))

Iball
DSAT = W

2q

h

(
gv
√

2m∗kBT

π~

)
kBT

√
π

2
F1/2(ηF ) . (15.20)

Equation (15.20) is the correct saturated region current for a ballistic MOS-

FET, but it looks much different from the traditional velocity saturation

expression, eqn. (4.7),

IDSAT = W |Qn(VGS , VDS)|υsat . (15.21)

To fit eqn. (15.21) to the ballistic IV , we regard υsat as a fitting parameter

called the injection velocity, υinj . What is the physical significant of this

fitted velocity?

Again, we expect the on-current to be proportional to Qn, so we can

re-write the on-current from eqn. (15.20) as

Iball
DSAT = Qn

W 2q
h

(
gv
√

2m∗kBT
π~

)
kBT

√
π

2 F1/2(ηF )

Qn

 . (15.22)

The next step is to relate Qn to ηF , as we did with eqn. (15.14), but we

need to be careful. Under high drain bias, only half of the states at the top
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of the barrier are occupied (see Fig. 14.3). This occurs because the positive

velocity states continue to be occupied by positive velocity electrons that

are injected from the source, but for high drain bias, the negative velocity

states are empty because negative velocity electrons come from the drain

where the Fermi level is low, so the probability of electrons from the drain

having an energy greater than the energy at the top of the barrier is very

small. Accordingly, we must divide the effective density-of-states in eqn.

(15.14) by two because only one-half of the states are occupied,

Qn = −qnS = −qN2D

2
F0(ηF ) = −q

(
gvm

∗kBT

2π~2

)
F0(ηF ) . (15.23)

From eqns. (15.22) and (15.23), we find, after a little algebra,

Iball
DSAT = W |Qn|

〈〈
υ+
x

〉〉
= W |Qn|υball

inj , (15.24)

where υball
inj = 〈〈υ+

x 〉〉 is the ballistic injection velocity, which is the uni-

directional thermal velocity as given by eqn. (15.5). Equation (15.24) is

identical to eqn. (15.20); it just makes the connection to Qn explicit.

To summarize, we have shown that the ballistic saturated region cur-

rent, eqn. (15.20), can be written in the traditional form, eqn. (15.21) if

we replace the scattering limited saturation velocity, υsat by the injection

velocity, υinj , as in eqn. (15.24). The value of the injection velocity is the

thermal average velocity at which electrons are injected from the source,

υball
inj = 〈〈υ+

x 〉〉. The physics of velocity saturation in ballistic MOSFETs

was discussed in Lecture 14.

Exercise 15.1: Show that the VS fitting parameters used in

Fig. 15.1 are the expected values.

When fitting the VS model to the computed ballistic IV characteristics in

Fig. 15.1, µapp and υinj were simply adjusted to produce the best fit. How

do the fitted parameters compare to the expected parameters?

As discussed in this section, the mobility in the VS model should be the

ballistic mobility as given by eqn. (15.18), and the velocity should be the

ballistic injection velocity as given by eqn. (15.5). Assuming numbers ap-

propriate for (100) Si, (m∗ = 0.19m0), and Maxwell-Boltzmann statistics,

we find

υball
inj = υT =

√
2kBT

πm∗
= 1.2× 107 cm/s ,
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µB ≡

(
υball
inj L

2(kBT/q)

)
= 692 cm2/V − s ,

These results are quite close to the fitted parameters of υinj = 1.24×107

cm/s and µapp = 654 cm2/V − s.

15.5 Comparison with experimental results

To examine how well the ballistic theory of the MOSFET describes real

transistors, we compare measured results to ballistic calculations for two

different cases. The first is an L = 30 nm Si MOSFET - an ETSOI MOS-

FET from [1]. The second is an L = 30 nm III-V FET known as a high-

electron mobility FET (or HEMT) [3]. The results for the Si MOSFET are

shown in Fig. 15.2 and for the III-V HEMT in Fig. 15.3. Each figure shows

the computed ballistic current (assuming Maxwell-Boltzmann statistics and

including series resistance) along with the measured results and the VS fit

to the measured results.

The VS fits to the measured results provide us with three key device pa-

rameters: i) the gate-voltage independent series resistance, ii) the apparent

mobility, and iii) the injection velocity. The results are summarized below.

Si ETSOI MOSFET:

RSD = RS +RD = 260 Ω− µm

µapp = 220 cm2/V − s

υinj = 0.82× 107 cm/s

υT = 1.14× 107 cm/s

µn = 350 cm2/V − s

µB = 658 cm2/V − s .
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Fig. 15.2 Simulated IV characteristics of a ballistic ETSOI Si MOSFET (top line).

Realistic parameters (including series resistance) for an ETSOI MOSFET were taken

from [1]. The gate voltage is VGS = 0.5 V. (Although this is an n-channel device, the
threshold voltage is less than zero, so a substantial current flows for VGS = 0 V.) Also

shown in this figure are the measured characteristics for a 30 nm channel length device

[1] (bottom line) and the fitted result for the VS model (symbols). (Figure and VS fits
provided by Xingshu Sun, Purdue University, August, 2014. Used with permission.)

III-V HEMT:

RSD = RS +RD = 434 Ω− µm

µapp = 1800 cm2/V − s

υinj = 3.85× 107 cm/s

υT = 4.24× 107 cm/s

µn = 12, 500 cm2/V − s

µB = 2446 cm2/V − s

.

Also listed for comparison, are the the commuted unidirectional ther-

mal velocities assuming Maxwell-Boltzmann carrier statistics (assuming

m∗ = 0.22m0 for Si and m∗ = 0.016m0 for the III-V HEMT), the in-

dependently measured effective mobilities (the scattering limited mobility

in a long channel FET), and the computed ballistic mobilities (from eqn.

(15.18) assuming Maxwell-Boltzmann statistics). The apparent mobility

is a fitting parameter in the VS model. We see that for both the Si and
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Fig. 15.3 Simulated IV characteristics of a ballistic III-V HEMT. Realistic parameters

(including series resistance) were taken from [3]. The gate voltage is VGS = 0.5 V.
(Although this is an n-channel device, the threshold voltage is less than zero, so a

substantial current flows for VGS = 0 V.) Also shown in this figure are the measured
characteristics for a 30 nm channel length device [1] (bottom line) and the fitted result

for the VS model (symbols). (Figure and VS fits provided by Xingshu Sun, Purdue

University, August, 2014. Used with permission.)

III-V FET, it is smaller than the smaller of the scattering-limited and bal-

listic mobilities. (Smaller than the ballistic mobilties in these examples.)

In Lecture 18, Sec. 4, we’ll see that even in the presence of scattering, the

apparent mobility is a well-defined physical quantity – not just a fitting

parameter.

The ratio of the measured on-current to the computed ballistic on cur-

rent is a measure of how close to the ballistic limit the transistor operates.

From the data plotted in Figs. 15.2 and 15.3, we find

Si ETSOI MOSFET:

B =
ION (meas)

ION (ball)
= 0.73 .

III-V HEMT:

B =
ION (meas)

ION (ball)
= 0.96 .

The ballistic on-current ratios suggest that Si MOSFETs operate fairly

close to the ballistic limit and that III-V FETs operate essentially at the
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ballistic limit. Note also that the apparent mobility deduced from the

VS model is relatively close to the scattering limited mobility (µn) for Si

but µapp � µn for the III-V FET. This is also an indication that the Si

MOSFET operates below the ballistic limit but that the III-V FET is close

to the ballistic limit. Note also that the injection velocities deduced from

the VS fits are below the ballistic injection velocity (υT ) in both cases.

Finally, we should comment on our use of Maxwell-Boltzmann carrier

statistics for the analysis discussed above. Above threshold, it is more

appropriate to use Fermi-Dirac statistics, but other complications such as

band nonparabolicity and the occupation of multiple subbands should also

be considered. Careful analyses should consider these effects, but Maxwell-

Boltzmann statistics are often used to analyze experimental data and gen-

erally produce sensible results.

15.6 Discussion

We have seen in this lecture that one can clearly relate the linear region and

saturation region currents of the VS model to the corresponding results for

the ballistic model. We now understand why the scattering limited mobility

that describes long channel transistors needs to be replaced by a ballistic

mobility that comprehends ballistic transport. As also shown in this lecture,

the saturation velocity in the traditional model corresponds to the ballistic

injection velocity in the ballistic model. Figures 15.1 - 15.3 also show that

the ballistic theory predicts larger currents than are observed in practice

and that the shape of the ballistic ID vs. VDS characteristic is distinctly

different from the measured characteristics (the transition from linear to

saturation regions occurs over a smaller range of drain voltages). It turns

out that the shape of the transition between the linear and saturation region

depends on the drain voltage dependence of scattering. To understand

this, we need to understand carrier scattering in field-effect transistors.

Understanding scattering will also help us understand why the injection

velocity is below the ballistic injection velocity and how to interpret the

apparent mobility in the presence of scattering. Scattering is the focus of

the next few lectures.
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15.7 Summary

In this lecture, we have shown that the ballistic model of Lecture 13 can

be clearly related to the VS model. By simply replacing the scattering

limited mobility, µn, in the VS model with the correct ballistic mobility,

the correct ballistic linear region current is obtained. By simply replacing

the high-field, scattering limited bulk saturation velocity, υsat, with the

ballistic injection velocity, υball
inj , the correct ballistic on-current is obtained.

But we also learned that the ballistic model predicts larger currents than

are observed in real devices. This is due to carrier scattering, so developing

an understanding of carrier scattering in nanoscale FETs is the subject of

the next few lectures.
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Lecture 16

Carrier Scattering and Transmission

16.1 Introduction

16.2 Characteristic times and lengths

16.3 Scattering rates vs. energy

16.4 Transmission

16.5 Mean-free-path for backscattering

16.6 Discussion

16.7 Summary

16.8 References

16.1 Introduction

To compute the IV characteristic of a ballistic MOSFET, we began with

eqn. (13.1), which assumed that the transmission, T (E), was one. Car-

rier scattering from charged impurities, lattice vibrations, etc., reduces the

transmission. To compute the IV characteristics in the presence of scat-

tering, eqn. (13.1) becomes

IDS =
2q

h

∫
T (E) M(E)

(
fS(E)− fD(E)

)
dE Amperes , (16.1)

Figure 16.1 shows schematically how a carrier trajectory in a ballistic

MOSFET compares to one in which scattering occurs. As shown on the

left for a ballistic MOSFET, electrons are injected from the source (where

they scatter frequently) into the channel (where they don’t scatter at all)

and then exit by entering the drain (where they scatter frequently). The

potential drop in the channel accelerates electrons, so they gain kinetic

energy. The kinetic energy is deposited in the drain.

On the right of Fig. 16.1, a carrier trajectory in the presence of scat-

tering is shown. Note that some scattering events are elastic, the carrier

259
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changes direction but the energy does not change. Some scattering events

are inelastic – both the direction of motion and the energy of the electron

change. For example, electrons can gain energy by absorbing a lattice

vibration (a phonon), and they can lose energy by exciting a lattice vi-

bration (generating a phonon). For the particular trajectory shown, the

electron injected from the source exits through the drain, but scattering

is a stochastic process, and for some carrier trajectories, electrons injected

from the source backscatter and return to the source. The transmission

from the source to drain, which is the ratio of the flux of electrons injected

from the source to the flux that exits at the drain, is clearly reduced by

scattering.

Fig. 16.1 Illustration of a ballistic (left) and quasi-ballistic (right) MOSFET. In each

case, we show a carrier trajectory for an electron injected from the source at a specific
energy, E. Scattering is a stochastic process, so the trajectory on the right is just one of
a large ensemble of possible trajectories.

Nanoscale MOSFETs are neither fully ballistic (T (E) = 1) nor fully dif-

fusive (T (E)� 1); they operate in a quasi-ballistic regime where T (E) . 1.

Our goal in this lecture is to understand some fundamentals of carrier scat-

tering – then we will be prepared to evaluate eqn. (16.1) for the quasi-

ballistic MOSFET. This chapter is a brief discussion of some fundamentals

of scattering. For more on the physics of carrier scattering in semiconduc-

tors, see Chapter 2 in [1], and for a more extensive discussion of transmis-

sion, see Lecture 6 in [2].
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16.2 Characteristic times and lengths

A good way to gain an understanding of scattering is through some charac-

teristic times, such as the average time between collisions, τ , (the scattering

rate, 1/τ , is the probability per unit time of a scattering event). One can

also define characteristic lengths, like the mean-free-path, Λ, the average

distance between scattering events (1/Λ is the probability per unit length

of scattering). In general, these characteristic times and lengths depend on

the carrier’s energy. We’ll often be interested in average scattering times

or mean-free-paths, where the average is taken over the physically relevant

distribution of carrier energies.

Figure 16.2 illustrates three important characteristic times. Consider

a beam of electrons with crystal momentum, ~p(E) = p(E)x̂ injected into

a semiconductor at time t = 0. Assume that the electrons’ energy, E, is

much greater than the equilibrium energy, 3kBT/2. After a time, τ(E),

every electron will, on average, have scattered once. The quantity, τ(E), is

the average scattering time (1/τ(E), is the average scattering rate). Note

that we are assuming that all of the states to which the electrons scatter

are empty and that there is no in-scattering of electrons from other states.

We might call τ(E) the out-scattering time for electrons with energy, E.

As shown in Fig. 16.2, it is also possible to define other characteristic

times. For example, the dominant scattering mechanism might be elastic

and anisotropic, so that scattering events don’t change the energy and de-

flect an electron only a little. In that case, after a time, τ(E), the electrons

still carry a significant x-directed momentum, and their energy (the aver-

age length of the vectors) is nearly the same as the injected energy. At a

later time, the momentum relaxation time, τm(E), the initial momentum

will have been relaxed and no net x-directed momentum remains, but the

average energy can still be close to the injected energy if the dominant scat-

tering mechanisms are elastic. Finally, at a still longer time, the energy

relaxation time, τE(E), the injected electrons will have shed their excess

energy and are then in equilibrium with no net momentum and with an

energy that is equal to the lattice energy. Typically,

τE(E)� τm(E), τ(E) , (16.2)

because it generally takes several inelastic scattering events to shed the

injected excess energy. When the scattering is isotropic (equal probability

for an electron to be scattered in any direction), then τ(E) = τm(E) [1].

We can also define characteristic lengths for scattering, such as the

mean-free-path, the mean-free-path for momentum relaxation, and the
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Fig. 16.2 Sketch illustrating the characteristic times for carrier scattering. An ensemble
of carriers with momentum directed along one axis is injected at t = 0. Carriers have, on
average, experienced one collision at t = τ(E). The momentum of the initial ensemble

has been relaxed to zero at t = τm(E), and the energy has relaxed to its equilibrium value
at t = τE(E). The length of the vectors is related to their energy. (After Lundstrom,

[1]).

mean-free-path for energy relaxation. The mean-free-path,

Λ(E) = υ(E)τ(E) , (16.3)

is simply the average distance between scattering events.

16.3 Scattering rates vs. energy

Characteristic scattering times are readily evaluated from the microscopic

transition rate from state, ~p to state ~p ′. The transition rate, S(~p → ~p ′),

is the probability per unit time that an electron in state ~p will scatter to
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the state ~p ′. If the transition rate is known, the characteristic times are

readily evaluated. For example, the out-scattering rate is the probability

that an electron in state, ~p will scatter to any other state (assuming that

the state is empty),

1

τ
=
∑
~p ′

S(~p→ ~p ′) . (16.4)

For the momentum relaxation rate, we need to weight by the fractional

change in x-directed momentum for each scattering event

1

τm
=
∑
~p ′

S(~p→ ~p ′)
∆px
px

. (16.5)

Similarly, to find the energy relaxation rate, we would weight by the frac-

tional change in carrier energy for each scattering event.

We see that if the microscopic transition rate, S(~p → ~p ′), is known

then the characteristic times and lengths relevant for transport calculations

can be evaluated. For a discussion of how this is done for some common

scattering mechanisms, see [1]; we will simply state a few key results here.

According to eqn. (16.4), the out-scattering rate is related to the num-

ber of final states at energy, E(~p ′), available for the scattered electron.

Specific scattering mechanisms may select out specific final states (see the

discussion of charged impurity scattering below), but in the simplest case,

the scattering rate should be proportional to the density of final states. For

isotropic, elastic scattering of electrons in the conduction band, we find

1

τ(E)
=

1

τm(E)
∝ D(E − Ec) , (16.6)

where D(E−Ec) is the density of states. For isotropic, inelastic scattering

in which an electron absorbs or emits an energy, ~ω (e.g. from a phonon),

we find

1

τ(E)
=

1

τm(E − Ec)
∝ D(E ± ~ω − Ec) . (16.7)

For simple, parabolic energy bands, analytical expressions for the scatter-

ing times can be developed [1], but for more complex band structures, a

numerical sum over the final states is needed.

For semiconductor work, the scattering times are often written in power

law form as

τm(E) = τmo

(
E − Ec
kBT

)s
, (16.8)
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where s is a characteristic exponent that describes the particular scattering

mechanism. For example, acoustic phonon scattering can be considered to

be nearly elastic and isotropic at room temperature. The scattering rate

should be proportional to the density-of-states, which for 3D electrons with

parabolic energy bands is proportional to (E − Ec)
1/2, so the scattering

time should be proportional to (E − Ec)−1/2. The characteristic exponent

for acoustic phonon scattering is s = −1/2. For 2D electrons, the density-

of-states is independent of energy, so the characteristic exponent is s = 0,

and for 1D electrons, the density-of-states is proportional to (E −Ec)−1/2,

so the characteristic exponent for power law scattering is s = +1/2. It

is not always possible to write the scattering time in power law form, but

when it is possible, it simplifies calculations.

When the scattering involves an electrostatic interaction, as for charged

impurity scattering or phonon scattering in polar materials, the depen-

dence of scattering time on energy is different. As illustrated in Fig. 16.3,

randomly located charges introduce fluctuations into the bottom of the

conduction band, Ec(~r), which can scatter carriers. High energy carriers,

however, do not feel this fluctuating potential as much as low energy car-

riers, so for charged impurity (and polar phonon) scattering, we expect

that 1/τ(E) will decrease (the scattering time, τ(E), will increase) as the

carrier energy increases. The scattering time can be written in power law

form with a characteristic exponent of s = +3/2 for 3D electrons [1]. For

nonpolar phonon scattering, the scattering time decreases with energy, but

for charged impurity and polar phonon scattering, it increases with energy.

One final point about charged impurity scattering should be mentioned

– it is anisotropic. Most electrons are far away from the charged impu-

rity, so their trajectories are deflected only a little. The result is that the

momentum relaxation time for charged impurity scattering is significantly

longer than the scattering time, τm(E)� τ(E).

The carrier mean-free-path can also be written in power law form. From

eqn. (16.3) and recalling that for parabolic energy bands υ(E) ∝ (E −
Ec)

1/2, we find

Λ(E) = υ(E)τ(E) ∝ (E − Ec)1/2

(
E − Ec
kbT

)s
= Λo

(
E − Ec
kBT

)r
, (16.9)

where r = s + 1/2 is the characteristic exponent for the mean-free-path.

For acoustic phonon scattering in 3D, s = −1/2, so r = 0 – the mean-free-

path is independent of energy. For acoustic phonon scattering in 2D, s = 0,

so r = 1/2 – the mean-free-path increases with energy.
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Fig. 16.3 Illustration of charged impurity scattering. High energy carriers feel the
perturbed potential less than low energy carriers and are, therefore, scattered less. From

Lundstrom and Jeong[2].

16.4 Transmission

Figure 16.4 illustrates the difference between the transmission from source

to drain, TSD(E), and the transmission from drain to source, TDS(E). The

quantity, TSD(E), is the ratio of the steady-state flux of electrons that exits

at the drain to the flux injected at the source; TDS(E) is similarly defined

for injection from the drain. For zero (or small) drain bias, we expect the

two transmissions to be equal, TSD(E) ≈ TDS(E) = T (E). This case is

illustrated on the top of Fig. 16.4. The case of large drain bias is shown

on the bottom of Fig. 16.4. In this case, it is not at all clear that TSD(E)

should be equal to TDS(E), but it can be shown that for elastic scattering

the two are equal. For inelastic scattering, however, the two transmissions

can be quite different with TDS(E)� TSD(E).

For modeling current in MOSFETs, the fact that TDS(E) � TSD(E)

for large drain bias does not matter much, because for large drain bias, the

magnitude of the flux injected from the drain is very small anyway. So we

will assume that we only need to compute one transmission function, T (E),

and that it describes transmission in either direction.
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Fig. 16.4 Illustration of the two transmission functions – from source to drain and from

drain to source. For TSD, we inject a flux from the source and determine the fraction
that exits from the drain. For TDS , we inject a flux from the drain and determine the

fraction that exits from the source. Top: Low drain bias. Bottom: High drain bias.

In Lecture 12, Sec. 4, we argued that the transmission is related to the

mean-free-path for backscattering by

T (E) =
λ(E)

λ(E) + L
. (16.10)

(Notice that we are using a lower case λ for the mean-free-path now instead

of the upper case Λ as in eqn. (16.3). As discussed in Lecture 12, λ,

the mean-freepath for backscattering, is the mean-free-path to use in the

formula for transmission.) It is relatively easy to derive the transmission

[2], but it is also easy to see that it makes sense.

Equation (16.10) describes the transmission from the ballistic to diffu-

sive limits. When the slab is short compared to a mean-free-path, then

T (E) =
λ(E)

λ(E) + L
→ 1 (L� λ(E)) , (16.11)

and transport across the slab is ballistic. When the slab is long compared

to a mean-free-path, then

T (E) =
λ

λ+ L
→ λ

L
� 1 (L� λ) . (16.12)

Equation (16.10) described the transmission of carriers across a region

with no electric field. What happens if there is a strong electric field in
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the slab, as illustrated in Fig. 16.5? This sketch shows a short region

with a large potential drop. An equilibrium flux of electrons is injected

from the left. The injected carriers quickly gain kinetic energy, and their

scattering rate increases. Simulating electron transport across short, high-

field regions like this where effects such a velocity overshot occur is one of

the most challenging problems in semiclassical carrier transport theory [1].

Computing the average velocity versus position is a difficult problem, but

detailed simulations show that in terms of transmission, the end result is

simple [3]. It is found that if the injected carriers penetrate just a short

distance into the high field region without scattering, then even if they do

subsequently scatter, they are bound to emerge from the right [3]. Even

when there is a significant amount of scattering, the transmission is nearly

one because the high electric field sweeps carriers across and out the right

contact. The region acts as a nearly perfect carrier collector – the absorbing

contact shown in Fig. 12.4.

Fig. 16.5 Illustration of an electron trajectory in a short region with a high electric

field. Electrons are injected from an equilibrium distribution at the left, and most exit
at the right even if they scatter several times within the region. See [3] for a discussion

of these results.

In a well-designed MOSFET under high drain bias, the electric field is

low near the top of the source to channel barrier and high near the drain.

To understand what happens for such electric field profiles, consider the

model structure sketched in Fig. 16.6. Here, we model the channel profile

as a short, constant potential region of length, L1, and mean-free-path, λ1,
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followed by a high-field region of length, L2. The transmission across the

first region is T1 = λ1/(λ1 + L1), and the transmission across the second

region is T2 ≈ 1. The composite transmission of the entire structure is

T ≈ λ1/(λ1 + L1). The important point is that transmission across a

structure with an initial low electric field followed by a high electric field

is controlled by the length of the low field region. In practice, when the

electric field varies smoothly with position, it may be difficult to precisely

specify the length of the low field region [4, 5], but this simple picture

provides a clear explanation for what detailed simulations confirm.

Fig. 16.6 A model channel profile that illustrates electron transmission across a region

with an initial low electric field followed by a region with high electric field.

We summarize this discussion of transmission as follow.

(1) Transmission is related to the mean-free-path for backscattering ac-

cording to T = λ/(λ+ L).

(2) Ballistic transport occurs when T → 1, which happens when L� λ.

(3) Diffusive transport occurs when T → λ/L � 1, which happens when

L� λ.

(4) Regions with a high electric field are good carrier collectors, T ≈ 1.

(5) For a structure in which the electric field varies from low to high (as in

the channel of a MOSFET under high drain bias), the transmission is

controlled by the low field region.
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16.5 Mean-free-path for backscattering

In this lecture, we introduced two mean-free-paths. The mean-free-path,

Λ, as defined in eqn. (16.3) is the average distance between scattering

events. This is what most people mean when they refer to “mean-free-

path.” The quantity, 1/Λ, is the probability per unit length of scattering.

For our purposes, however, λ, the mean-free-path for backscattering, is a

more relevant mean-free-path. The quantity, 1/λ, is the probability per unit

length that a forward (positive) flux will backscatter to a reverse (negative)

flux. The transmission, eqn. (16.10) is expressed in terms of the mean-free-

path for backscattering, λ. What is the relation between λ and Λ?

Figure 16.7 illustrates scattering in 1D (perhaps a nanowire MOSFET).

Assume that scattering is isotropic and that the average time between scat-

tering events is τ . If a forward-directed flux scatters after a time, τ , it has

equal probability of scattering in a forward or reverse directions. Only

backscattering, which happens on average after a time, 2τ matters for the

current. Accordingly, the mean-free-path for backscattering in 1D is

λ(E) = 2υ(E)τm = 2Λ , (16.13)

where we have used the momentum relaxation time because we assumed

isotropic scattering for which τm = τ .

Fig. 16.7 Forward and backscattering in 1D.(From Lundstrom and Jeong [2])

In 2D and 3D, the definition of the backscattering mean-free-path in-

volves an average over angles as illustrated in Fig. 16.8 for 2D. (See Lectures
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6 and 7 in [2] for a short discussion and reference [6] for a more extensive

discussion.) In 2D, the result is

λ(E) =
π

2
υ(E)τm =

π

2
Λ . (16.14)

(In 3D, the numerical factor out front is 4/3 [2, 6]). In order to calcu-

late transmissions properly, it is important to be aware of the distinction

between λ and Λ.

Fig. 16.8 Forward and backscattering in 2D.

16.6 Discussion

Equation (16.10) is a simple expression for the transmission in terms of the

mean-free-path for backscattering, λ, and the length of the low field part

of a structure. To evaluate the transmission, the mean-free-path must be

known. It could be computed from eqn. (16.14) or determined experimen-

tally. Classically, the situation looks like a diffusion problem – particles are

injected form the left, diffuse across the slab, and emerge from the right.

The emerging flux is related to the transmission, but classically it should be

related to the diffusion coefficient. In fact, a careful analysis of this problem

[2] shows that there is a simple relation between the diffusion coefficient and

the average mean-free-path for backscattering.

Dn =
υT 〈λ〉

2
, (16.15)
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where 〈λ〉 is the energy-averaged mean-free-path. This remarkably simple

relation provides a way to determine the mean-free-path experimentally.

(Note that this expression assumes non-degenerate carrier statistics. For

the more general case, see [2].)

It is easier to measure mobilities than diffusion coefficients, so it is often

easy to find data for the measured mobility. Fortunately, there is a relation

between the diffusion coefficient and mobility, the Einstein relation:

Dn

µn
=
kBT

q
. (16.16)

This relation only apples near equilibrium, but electrons in the low field

region, which determines the transmission of a structure, are typically near

equilibrium.

So there is a simple way to estimate the mean-free-path for backscat-

tering from the measured mobility. First, use the Einstein relation to de-

termine the diffusion coefficient from eqn. (16.16) and then determine the

mean-free-path for backscattering from eqn. (16.15). To include carrier

degeneracy, which is expected to be important above threshold, see the

discussion in [2].

Exercise 16.1: Mean-free-path and transmission in a 22 nm

MOSFET

Consider an L = 22 nm n-channel Si MOSFET at T = 300 K biased in the

linear region. Assume a (100) oriented wafer with only the bottom subband

occupied. The mobility is µn = 250 cm2/V − s. What is the mean-free-path

for backscattering? What is the transmission?

First, determine the diffusion coefficient from the given mobility and

eqn. (16.16).

Dn = µn
kBT

q
= 6.5 cm2/s .

Next, assume m∗ = 0.19m0 so that υT = 1.23 × 107 cm/s and determine

the mean-free-path for backscattering from eqn. (16.15),

〈λ〉 =
2Dn

υT
=

2× 6.5

1.2× 107
= 10.5 nm .

Finally, we determine the transmission from eqn. (16.10)

T ≈ 〈λ〉
〈λ〉+ L

=
10.5

10.5 + 22
= 0.32 .
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(The relation is only approximately true because the expression above is not

energy averaged transmission from (16.10).) This result suggests that the

MOSFET will operate at about one-third of its ballistic limit in the linear

region. Under high drain bias, the carriers are more energetic, and we

should expect more scattering. Surprisingly, we’ll find that the MOSFET

operates closer to the ballistic limit under high drain bias than under low

drain bias.

16.7 Summary

This lecture began with a short primer on carrier scattering in semiconduc-

tors, and then we presented a simple relation for the transmission in terms

of the length of the region and mean-free-path for backscattering. For a

derivation of this result and for more discussion about the mean-free-path

for backscattering, readers should consult [2]. The key results of this lecture

can be summarized as follows. For 2D carriers:

T (E) =
λ(E)

λ(E) + L

λ(E) =
π

2
υ(E)τm(E)

〈λ〉 =
2Dn

υT
.

(16.17)

In the first equation above, L is the length of the initial low-field part of

the structure. The factor π/2 in the second equation accounts for the angle

averaging for the mean-free-path for backscattering in 2D. The last equa-

tion is a simple way to estimate the average mean-free-path for backscat-

tering, 〈λ〉, from the measured diffusion coefficient (when non-degenerate

conditions can be assumed). With these simple concepts, we are ready to

consider in the next lecture how backscattering affects the performance of

a MOSFET.
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Transmission Theory of the MOSFET

17.1 Introduction

17.2 Review of the ballistic MOSFET

17.3 Linear region

17.4 Saturation region

17.5 From linear to saturation

17.6 Charge-based current expressions

17.7 The drain voltage-dependent transmission

17.8 Discussion

17.9 Summary

17.10 References

17.1 Introduction

In Lectures 13 - 15, we discussed the ballistic MOSFET, and in Lecture

16, we discussed carrier scattering and transmission. Now we are ready to

develop a model for nanoscale MOSFETs that includes scattering. Scat-

tering makes modeling transport difficult, and scattering in a MOSFET

can be complex [1,2]. Nevertheless, we shall see that the basic principles

are easy to understand and to use for analyzing experimental data or for

understanding detailed simulations.

In this lecture, we’ll use the Landauer approach, eqn. (12.2), but instead

of assuming ballistic transport (T (E) = 1), as in Lecture 13, we’ll retain

the transmission coefficient, so that the drain current is given by

IDS =
2q

h

∫
T (E)M(E)

(
fS(E)− fD(E)

)
dE Amperes , (17.1)

275
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where fS is the Fermi function in the source and fD the Fermi function in

the drain. When the drain voltage is large, then fS(E) � fD(E) for all

energies of interest, and the saturation current is given by

IDSAT =
2q

h

∫
T (E)M(E)fS(E)dE Amperes . (17.2)

In the linear region, the drain to source voltage is small, fS ≈ fD, so we

can find the linear region current from eqn. (12.9) as

IDLIN = GchVDS Amperes

Gch =
2q2

h

∫
T (E)M(E)

(
−∂f0

∂E

)
dE Siemens ,

(17.3)

where Gch is the channel conductance. By evaluating these equations, we

will obtain the linear region current, the on-current, and the current from

VDS = 0 to VDS = VDD. To simplify the calculations, we’ll assume that the

mean-free-path (and, therefore, the transmission) is independent of energy,

T (E) =
λ(E)

λ(E) + L
→ T =

λ0

λ0 + L
. (17.4)

As a result, the final expressions we obtain for T should be regarded as an

appropriately averaged transmission.

17.2 Review of the ballistic MOSFET

The ballistic IV characteristic of a MOSFET was derived in Lecture 13,

and the final result was summarized in eqns. (13.13). The drain current

can be written as

IDS = W |Qn(VGS , VDS)|FSATυball
inj . (17.5)

The drain voltage saturation function is given by

FSAT =

[
1−F1/2(ηFD)/F1/2(ηFS)

1 + F0(ηFD)/F0(ηFS)

]
(Fermi−Dirac,FD)

FSAT =

[
1− e−qVDS/kBT

1 + e−qVDS/kBT

]
(Maxwell− Boltzmann,MB)

ηFS = (EFS − Ec(0))/kBT ηFD = ηFS − qVDS/kBT .

(17.6)

The ballistic injection velocity is
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υball
inj = υT

F1/2(ηFS)

F0(ηFS)
(FD)

υball
inj = υT (MB)

υT =

√
2kBT

πm∗
.

(17.7)

The linear region ballistic currents for Fermi-Dirac and for Maxwell-

Boltzmann statistics are

IDLIN = W |Qn(VGS , VDS)|

(
υball
inj

2kBT/q

)
F−1/2(ηFS)

F1/2(ηFS)
VDS (FD)

IDLIN = W |Qn(VGS , VDS)|
(

υT
2kBT/q

)
VDS (MB) ,

(17.8)

where the expression for the ballistic injection velocity from eqn. (17.7)

must be used. Finally, the saturation current is

IDSAT = W |Qn(VGS , VDS)| υball
inj (FD)

IDSAT = W |Qn(VGS , VDS)| υT (MB) .
(17.9)

Finally, the charge at the top of the barrier is given by

Qn(VGS , VDS) = −qN2D

2
[F0(ηFS) + F0(ηFD)] . (17.10)

(For Maxwell-Boltzmann carrier statistics, the Fermi-Dirac integrals reduce

to exponentials.)

One might guess that to include scattering, we only need to multiply

the above equations by the average transmission, T . We’ll find that this is

true for the linear current but not for the saturation current and not for

Qn.

17.3 Linear region

To evaluate the linear region current in the presence of scattering, we begin

with eqn. (12.9), the channel conductance. For the distribution of channels,

we use eqn. (13.4). For the Fermi function, we use eqn. (12.3) with

EF ≈ EFS ≈ EFD. The integral can be evaluated as in Sec. 12.8; the

result is just like eqn. (12.41) except that the transmission in the diffusive
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limit, λ0/L, is replaced by T to describe transport from the ballistic to

diffusive regimes. The result is

IDLIN = T
[
W

2q2

h

(
gv
√

2πm∗kBT

2π~

)
F−1/2(ηF )

]
VDS , (17.11)

which is just the ballistic linear region current, eqn. (13.5), multiplied by

the transmission.

Equation (17.11) is the correct linear region current for a MOSFET

operating from the ballistic to diffusive limits, but it looks much different

from the traditional expression, eqn. (4.5),

IDLIN =
W

L
µnCox (VGS − VT )VDS . (17.12)

In the next lecture, we’ll discuss the connection between the Landauer and

traditional MOSFET models.

17.4 Saturation region

To evaluate the current in the saturation region, we begin with eqn. (17.2)

and evaluate the integral much like we did for the linear region current.

The result is

IDSAT = TW 2q

h

(
gv
√

2m∗kBT

π~

)
kBT

√
π

2
F1/2(ηF ) , (17.13)

which is just the ballistic saturation current multiplied by the transmission.

Equation (17.13) is the correct saturated region current, but it looks much

different from the traditional velocity saturation expression, eqn. (6.7),

IDSAT = WCox (VGS − VT ) υsat . (17.14)

We’ll discuss the connection between these two models in the next lecture.

17.5 From linear to saturation

In the previous two sections, we derived the ballistic drain current in the lin-

ear (low VDS) and saturation (high VDS) regions. The virtual source model

describes the drain current across the full range of VDS by connecting these

two currents using an empirical drain saturation function. We’ll discuss this

virtual source approach in Lecture 18. In the Landauer approach, however,

we can derive an expression for the drain current from low to high VDS .

We do so in this section, but it can be complicated to use the full range
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expression in practice because to do so properly requires consideration of

2D electrostatics and the drain voltage dependent transmission – as will be

discussed in Sec. 17.7.

To evaluate the drain current for arbitrary drain voltage, we begin with

eqn. (17.1) and evaluate the integral much like we did for the saturation

region current. The result is

IDS = T W q

h

(
gv
√

2πm∗kBT

π~

)
kBT

[
F1/2(ηFS)−F1/2(ηFD)

]
ηFS = (EFS − Ec(0)) /kBT ηFD = ηFS − qVDS/kBT .

(17.15)

Equation (17.15) is just the ballistic result, eqn. (13.10) multiplied by the

transmission. We leave it as an exercise to show that eqn. (17.15) reduces

to eqn. (17.11) for small VDS and to (17.13) for large VDS . We see that

the drain current in the presence of scattering is just T times the ballistic

current. When we write the current in terms of charge, however, we will

see that the result is not that simple.

Finally, note that we have assumed 2D electrons in this lecture. Deriving

the corresponding results for 1D electrons in a nanowire MOSFET is a good

exercise.

17.6 Charge-based current expressions

Equation (17.15) is the correct current for a Landauer MOSFET at ar-

bitrary VDS , but it is not written in terms of the inversion large charge,

Qn. When writing expressions for the drain current of a MOSFET, it is

generally preferable to express them in terms of Qn, because Qn is largely

determined by MOS electrostatics. To compute Qn, we need to include the

positive velocity electrons injected from the source that populate +υx states

at the top of the barrier and the negative velocity electrons injected from

the drain that populate −υx states at the top of the barrier. In a ballistic

MOSFET, the result is eqn. (13.13). In the presence of backscattering, this

changes because we must account for all of the ways the states at the top

of the barrier can be populated. As illustrated in Fig. 17.1, we still have a

ballistic flux injected from the source to the top of the barrier, but there is

also a backscattered flux that returns to the source. The magnitude of the

ballistic flux injected from the drain is reduced by the transmission to the

top of the barrier. The result is that eqn. (17.10) must be changed to

Qn = −qN2D

2
[F0(ηFS) + (1− T )F0(ηFS) + T F0(ηFD)] . (17.16)
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The first term is the ballistic contribution injected from the source. Its

magnitude depends on source Fermi level. The second term is the contri-

bution of the backscattered flux. Since it came from the source, it also

depends on the source Fermi level. The third term due to the ballistic flux

injected from the drain reduced by the transmission; its magnitude depends

on the drain Fermi level.

We can now use eqn. (17.16) with (17.15) to express the drain current

in terms of Qn. First, we multiple and divide eqn. (17.15) by |Qn|,

IDS = T W |Qn|
|Qn|

(
q

h

gv
√

2πm∗kBT

π~
kBT

)[
F1/2(ηFS)−F1/2(ηFD)

]
.

(17.17)

Then, using eqn. (17.16) for Qn in the denominator; we find after some

algebra,

IDS = W |Qn(VGS , VDS)| υinj

[
1−F1/2(ηFD)/F1/2(ηFS)

1 + ( T2−T )F0(ηFD)/F0(ηFS)

]

Qn = −qN2D

2
[F0(ηFS) + (1− T )F0(ηFS) + T F0(ηFD)]

υinj = υball
inj

(
T

2− T

)

υball
inj =

√
2kBT

πm∗
F1/2(ηFS)

F0(ηFS)
= υT

F1/2(ηFS)

F0(ηFS)

ηFD = ηFS − qVDS/kBT .

(17.18)

These results should be compared with the corresponding expressions for

the ballistic IV characteristic as given by eqns. (13.13). Because of scat-

tering, T < 1, so the injection velocity in the presence of backscattering,

υinj , is less than the ballistic injection velocity, < υball
inj , which results in a

current that is smaller than the ballistic current.

The general expression for IDS can be simplified for small and large

drain biases as was done in Exercise 13.1. The linear region currents for
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Fig. 17.1 Illustration of the source-injected, backscattered, and drain injected carrier

fluxes that contribute to Qn at the top of the barrier.

Fermi-Dirac and for Maxwell-Boltzmann statistics are

IDLIN = W |Qn(VGS)| T

(
υball
inj

2kBT/q

)
F−1/2(ηFS)

F1/2(ηFS)
VDS (FD)

IDLIN = W |Qn(VGS)| T
(

υT
2(kBT/q)

)
VDS , (MB)

(17.19)

where the expression for the ballistic injection velocity from eqn. (17.7)

(FD or MB) must be used. Finally, the saturation current is

IDSAT = W |Qn(VGS , VDS)|
(
T

2− T

)
υball
inj (FD)

IDSAT = W |Qn(VGS , VDS)|
(
T

2− T

)
υT . (MB)

(17.20)

When using Fermi-Dirac statistics, the location of the Fermi level must

be known. The Fermi level is found from the known inversion layer charge

using the second of eqns. (17.18).

These results should be compared with the corresponding ballistic re-

sults in eqns. (17.8) and (17.9). It is interesting to observe that the linear

region current is just the linear ballistic current multiplied by the transmis-

sion, but the saturation current is the ballistic saturation current multiplied
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by a factor of T /(2−T ). This difference has to do with the charge balance

expression, eqn. (17.16), as we’ll discuss in Sec. 17.8.

Equations (17.18) give the IV characteristic of a “Landauer MOSFET”

in terms of the charge at the top of the barrier, Qn, and the transmission.

They are the main results of this lecture. These equations give the drain

current over the entire range of VDS , but as we’ll discuss later, they are

difficult to apply in practice because the transmission is a function of VDS .

The IV characteristic would be computed as follows. First, we compute

Qn(VGS , VDS) from MOS electrostatics, perhaps using the semi-empirical

expression, eqn. (11.14). Next, we determine the location of the source

Fermi level, ηFS , by solving the second of eqns. (17.18) for ηFS given a

value of Qn(VGS , VDS). This presents some challenges, because to do so, we

need to understand how the transmission, T (VGS , VDS), varies with bias.

Next, we determine the ballistic injection velocity from the fourth of eqns.

(17.18) and then the injection velocity in the presence of scattering from

the third of eqns. (17.18). Finally, we determine the drain current at the

bias point, (VGS , VDS) using the first of eqns. (17.18). The main difficulty

in using this model is that good models for T (VGS , VDS) do not yet exist.

As a result, the semi-empirical virtual source approach is widely used.

In practice, the nondegenerate (Maxwell-Boltzmann) forms of the equa-

tions are often used. There is some error – especially above threshold – but

the non-degenerate expressions are much simpler, so the trade-off between

simplicity and accuracy is often made. For small mass III-V FETs, how-

ever, the use of nondegenerate carrier statistics may lead to non-negligible

errors.

17.7 The drain voltage-dependent transmission

Although we have developed a simple theory of the nanoscale MOSFET,

there are challenges in using the model in practice. The main challenge

is that the transmission depends on the drain voltage in a way that is not

easy to compute. Figure 17.2 shows why the transmission depends on drain

voltage.

As shown on the top of Fig. 17.2, under low bias, the electric field is

small across the entire channel. As discussed in Sec. 16.4, the transmission

is determined by the length of the low-field region, so for low bias,

TLIN =
λ0

λ0 + L
. (17.21)
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Fig. 17.2 Illustration of why the transmission depends on drain bias and why it is larger

for high drain bias than for low drain bias.The mean-free-path in the shaded regions is

about λ0 in both cases.

For high drain bias in a well-designed MOSFET, the low-field region is

confined to a short region of length, `, near the beginning of the channel.

The high-field part of the channel acts as a near-perfect collector with

T ≈ 1. As discussed in Sec. 16.4, the transmission of channel in this case

is determined by the length of the low-field region, so for high drain bias

TSAT =
λ0

λ0 + `
. (17.22)

We conclude that TSAT > TLIN because ` � L. Under high drain bias,

carriers are more energetic in the high-field region, so they scatter more

than under low drain bias. Nevertheless, the transmission is higher under

high drain bias, so the device delivers a current that is closer to the ballistic

limit.

The calculation of the extent of the low-field region as a function of

the gate and drain bias requires, in principle, a self-consistent solution to

the electrostatic problem in the presence of current flow [1, 2]. When the

channel profile, Ec(x), is known, the value of the critical length, `, can

be calculated [3-5]. The use of the empirical drain saturation function

and injection velocity in the VS model provides an alternative to these

calculations.

17.8 Discussion

It might seem confusing that the linear region current as given by eqn.

(17.19) is just T times the ballistic linear current, but the saturation region
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current as given by eqn. (17.20) is T /(2−T ) times the ballistic saturation

current. This occurs because of the need to enforce MOS electrostatics. A

clearer explanation of why this occurs can be given by just considering the

high drain bias case where injection from the drain to the top of the barrier

is negligible.

Consider the ballistic case shown at the top of Fig. 17.3. A current,

I+
ball, is injected from the source. In this case (high drain bias, ballistic

transport), the only charge at the top of the barrier is charge injected from

the source. Since current is charge times velocity, the charge at the top of

the barrier is

Qn(x = 0) = −
I+
ball

WυT
. (17.23)

(Maxwell-Boltzmann statistics are assumed.)

Fig. 17.3 Injected and backscattered currents under high drain bias. Top: The ballistic

case. Bottom: In the presence of backscattering.

Next, consider the charge in the presence of scattering. As shown on

the bottom of Fig. 17.3, there are two components of the charge; a source-

injected component with positive velocity electrons, and a backscattered
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component with negative velocity electrons. The total charge is

Qn(x = 0) = −I
+ + (1− TSAT )I+

WυT
= − (2− TSAT )I+

WυT
. (17.24)

Now in a well-designed MOSFET, Qn(x = 0) is largely determined by

MOS electrostatics and is relatively independent of transport. The charge

under ballistic conditions, eqn. (17.23) should be the same as the charge in

the presence of scattering, eqn. (17.24). By equating eqn. (17.23) to eqn.

(17.24), we find

I+ =
I+
ball

(2− TSAT )
. (17.25)

In the presence of scattering (T < 1), so a smaller flux is injected to produce

the same Qn(x− 0).

The drain current is T times the injected current, so for the ballistic

case, (T = 1),

Iball
DS = I+ = I+

ball . (17.26)

and for the general case, (T < 1), we find

IDS = TSAT I+ =
TSAT

(2− TSAT )
Iball
DS . (17.27)

The requirement that MOS electrostatics be enforced results in a saturation

current that is T /(2− T ) times the ballistic saturation current.

The question of what mobility means in a nanoscale MOSFET also

requires a discussion. According to eqn. (12.44), the mobility is propor-

tional to the mean-free-path. In transport theory, mobility is considered

to be well-defined near-equilibrium in a bulk material that is many mean-

free-paths long (see Sec. 8.2 in [6]). In modern transistors, the channel

length is comparable to a mean-free-path, and under high drain bias, the

carriers are very far from equilibrium. Nevertheless, device engineers find

that the near-equilibrium mobility is strongly correlated to the performance

of nanoscale transistors. How do we explain the relevance of mobility in

nanoscale MOSFETs? As shown in Fig. 17.2, the near-equilibrium mean-

free-path, λ0, controls the current under both low and high drain bias. An

equilibrium flux of carriers is injected from the source. Under low drain

bias, these carriers remain near-equilibrium across the entire channel. Un-

der high drain bias, the carriers gain energy in the drain field, their scatter-

ing rate increases, and the mean-free-path decreases. As we have discussed,

however, it is the low-field part of the channel that determines the trans-

mission. The carriers are near-equilibrium in the part of the channel that
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determines the current, so the near-equilibrium mean-free-path controls the

current under both low and high drain bias.

We can explain the experimentally observed correlation of nanoscale

transistor performance to mobility by arguing that mobility is proportional

to the near-equilibrium mean-free-path and the near-equilibrium mean-free-

path controls the current of a nanoscale transistor from low to high drain

bias. Of course this is only a first order argument. Differences in strain and

doping may occur for short channels, and the carriers are not exactly at

equilibrium. For very short channels, carriers that enter the channel from

the source can excite plasma oscillations near the source, which lower the

mean-free-path [7, 8]. This effect has been observed experimentally, but

the argument that the high drain bias current is strongly correlated with

the near-equilibrium mobility seems to capture the essence of the physics

and produces reasonably accurate results in practice.

Exercise 17.1: Analysis of a 25 nm ETSOI N-MOSFET.

To get a feel for some of the numbers involved, it is useful to analyze the

measured results of an L = 25 nm Extremely Thin Silicon On Insulator

(ETSOI) MOSFET [8]. The device is fabricated on a (100) Si wafer and

the relevant parameters at 300 K are [9]:

υinj = 0.82× 107 cm/s

λ0 = 10.5 nm .

For this problem, we’ll need the uni-directional thermal velocity. In Exercise

14.2, we found υT = 1.2 × 107 cm/s assuming (100) Si at 300K with one

subband occupied.

We compute TLIN from eqn. (17.21):

TLIN =
λ0

λ0 + L
=

10.5

10.5 + 25
= 0.33 .

To compute TSAT we solve the third eqn. in (17.18):

TSAT =
2

1 + υT /υinj
=

2

1 + 1.2/0.82
= 0.8 .

As expected, we find a much higher transmission under high drain bias.

To estimate the length of the critical region, `, we solve eqn. (17.22) for

` = λ0 (1/TSAT − 1) = 10.5 (1/0.82− 1) = 2.4 nm .

and find ` � L, the bottleneck for current is about 10% of the channel

length.
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17.9 Summary

In this lecture, we used the Landauer approach introduced in Lecture 12 to

compute the IV characteristics of a MOSFET in the presence of scattering.

We combined the Landauer expression for current, eqn. (17.1), with the

constraint that MOS electrostatics must be satisfied. The result was a fairly

simple model for the ballistic MOSFET as summarized in eqns. (17.18).

For a MOSFET operating in the subthreshold region, nondegenerate carrier

statistics can be employed. Above threshold however, the conduction band

at the top of the barrier is close to, or even below the Fermi level, so Fermi-

Dirac statistics should be used. Nevertheless, it is common in MOS device

theory to assume nondegenerate conditions (i.e. to use Maxwell-Boltzmann

statistics for carriers) because it simplifies the calculations and makes the

theory more transparent. Also, in practice, there are usually some device

parameters that we don’t know precisely, so the use of nondegenerate carrier

statistics with some empirical parameter fitting is common.

The expressions we have developed provide insight into the physics of

the linear and saturation region currents, but they do not provide an ac-

curate model for the drain voltage dependence because we do not have an

accurate model for T (VDS). The semi-empirical VS model to be discussed

in the next lecture provides additional insight into the linear and saturation

region currents as well as a description of the entire IV characteristic.
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Connecting the Transmission and VS
Models

18.1 Introduction

18.2 Review of the Transmission model

18.3 Review of the VS model

18.4 Connection

18.5 Discussion

18.6 Summary

18.7 References

18.1 Introduction

Equations (17.18) summarize the transmission model for the IV character-

istics of MOSFETs. Equations (15.7) - (15.9) summarize the virtual source

model for the IV characteristics. The connection between these two models

is the topic for this lecture.

We begin, as usual, with the drain current written as the product of

charge and velocity,

IDS = W |Qn (x = 0, VGS , VDS) | υ(x = 0, VGS , VDS) . (18.1)

First, we compute Qn(VGS , VDS) from MOS electrostatics. Next, the av-

erage velocity at the top of the barrier must be determined. This is done

differently in the transmission and in the VS models.

18.2 Review of the Transmission model

We begin this lecture by summarizing the transmission model assuming

Maxwell-Boltzmann carrier statistics. The current is given by eqns. (17.18).

289
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The charge at a given bias, (VGS , VDS) is determined by MOS electrostatics.

There is no need to know the location of the Fermi level to determine the

velocity when Maxwell-Boltzmann carrier statistics are used. The injection

velocity is given by

υinj = υT

(
T

2− T

)
, (18.2)

where the ballistic injection velocity in the Maxwell-Boltzmann limit, υT ,

is given by eqn. (17.7) as

υT =

√
2kBT

πm∗
. (18.3)

The average velocity at a given bias is obtained from

υ(x = 0, VGS , VDS) = FSAT υinj , (18.4)

where

FSAT =

 1− e−qVDS/kBT

1 +
(
T

2−T

)
e−qVDS/kBT

 . (18.5)

Finally, we compute the drain current at the bias point, (VGS , VDS) from

eqn. (18.1). Series resistance would be included as discussed in Lecture 5,

Sec. 4.

The difficulty in using the above prescription to calculate the full IV

characteristic lies in the difficulty of computing T (VDS). For low VDS , the

transmission is known from eqn. (17.21),

TLIN =
λLIN

λLIN + L
. (18.6)

For high VDS , the transmission is given by eqn. (17.22) as

TSAT =
λSAT

λSAT + `
. (18.7)

As discussed in Lecture 17, Sec. 7, λLIN ≈ λSAT = λ0. The length of the

critical region, `, is not easy to compute [1-3], but the Landauer expressions

for the linear and saturation region currents are easy to relate to the VS

expressions. The linear and saturation region currents for the Landauer

MOSFET are given by eqns. (17.19) and (17.20) as

IDLIN = W |Qn|TLIN
(

υT
2(kBT/q)

)
VDS

IDSAT = W |Qn|υinj = W |Qn|
(
TSAT

2− TSAT

)
υT .

(18.8)

As we shall see, these equations are easy to relate to the corresponding

traditional (diffusive) or VS relations.
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18.3 Review of the VS model

The Virtual Source model begins with eqns. (18.1), but then computes the

average velocity from

υ(x = 0, VGS , VDS) = FSAT (VDS)υsat , (18.9)

where the drain voltage dependence of the average velocity is given by the

empirical drain saturation function,

FSAT (VDS) =
VDS/VDSAT[

1 + (VDS/VDSAT )
β
]1/β , (18.10)

with

VDSAT = υsatL/µn . (18.11)

The VS drain current at the bias point, (VGS , VDS), is determined from

eqn. (18.1) using the charge from eqn. (15.2) and the average velocity from

eqn. (18.9). Series resistance would be included as discussed in Chapter 5,

Sec. 4.

For small drain bias, FSAT → VDS/VDSAT and υ(x = 0, VGS , VDS) →
µnVDS/L. The linear region drain current in the VS model becomes

IDLIN =
W

L
|Qn(VGS)|µnVDS , (18.12)

which is also the result from traditional MOSFET theory. For large VDS ,

eqn. (18.9) reduces to the traditional velocity saturation expression,

IDSAT = W |Qn(VGS , VDS)| υsat . (18.13)

The VS model is a semi-empirical model used to fit measured IV char-

acteristics. To fit the measured characteristics of small MOSFETs, the

parameters for long channel MOSFETs, µn and υsat, have to be adjusted:

µn → µapp υsat → υinj . (18.14)

In Lecture 15, we showed that in the ballistic limit, the apparent mobility,

µapp, and the injection velocity, υinj , have clear physical significance. In

this lecture, we interpret these two parameters in the presence of carrier

scattering.
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18.4 Connection

Our goal is to understand the physical significance of the apparent mobility

and the injection velocity by relating the VS model to the transmission

model.

Linear region: Transmission vs. VS

Using the expression for transmission, TLIN = λ0/(λ0 +L), we can re-write

the transmission expression for the linear current, eqn. (18.8), as

IDLIN =
W

L
|Qn| (TLINL)

(
υT

2(kBT/q)

)
VDS

=
W

L
|Qn|

(
1

1/λ0 + 1/L

)(
υT

2(kBT/q)

)
VDS .

(18.15)

Next, we recall the definition of the mobility, eqn. (12.44),

µn =
Dn

kBT/q
=
υTλ0/2

kBT/q
, (18.16)

and the ballistic mobility, eqn. (12.48),

µB =
υTL/2

kBT/q
, (18.17)

and use these to re-write eqn. (18.15) as

IDLIN =
W

L
|Qn|

(
1

1/µn + 1/µB

)
VDS

=
W

L
|Qn|µappVDS ,

(18.18)

where the apparent mobility is defined as

1

µapp
≡ 1

µn
+

1

µB
. (18.19)

To find the apparent mobility, we add the inverse mobility due to scattering

to the inverse mobility due to ballistic transport and take the inverse of the

sum. This prescription for finding the total mobility due to two independent

processes is known as Mathiessen’s Rule [4].

As discussed in Lecture 12, the ballistic mobility is the mobility obtained

when the mean-free-path is replaced by the length of the channel. Carriers

scatter frequently in the source and in the drain, so when the channel is



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

Connecting the Transmission and VS Models 293

ballistic, the distance between scattering events is the length of the chan-

nel. By using the ballistic mobility, the linear region current of a ballistic

MOSFET can be written in the traditional, diffusive form.

According to eqn. (18.19), the apparent mobility of a MOSFET is less

than the lower of the scattering limited and ballistic mobilities. For a long

channel MOSFET, µn � µB , and the apparent mobility is the scattering

limited mobility, µn. For a very short channel, µB � µn, and the apparent

mobility is the ballistic mobility. Note that the traditional expression for

the linear current, eqn. (18.12), could predict a current above the ballistic

limit if the channel length is short enough, but if the scattering limited

mobility is replaced by the apparent mobility, this cannot happen.

In the linear region, the MOSFET is a gate-voltage controlled resistor

(Fig. 18.1). From eqn. (18.18), the channel resistance is

Rch =
VDS
IDLIN

=
L

W

1

|Qn|µapp
. (18.20)

Real MOSFETs have series resistance, so in the linear region

IDLIN =
VDS

Rch +RS +RD
=

VDS
RTOT

, (18.21)

where RS and RD are the source and drain series resistances. By fitting

the measured IV characteristic in the linear region to the VS model, both

the series resistance and the apparent mobility can be extracted.

To summarize, we have shown that the transmission expression for the

linear region current, eqn. (18.8), can be written in the diffusive form, eqn.

(18.12), used in the VS model – if we replace the scattering limited mobil-

ity, µn, in the traditional expression by the apparent mobility, µapp, as in

eqn. (18.18).

Saturation region: Transmission vs. VS

According the eqn. (18.8), the factor, TSAT /(2 − TSAT ), is important in

saturation. Using eqn. (18.7) for TSAT , we can write

TSAT
(2− TSAT )

=
λ0

λ0 + 2`
. (18.22)

According to eqn. (18.2), the injection velocity is

υinj =

(
TSAT

2− TSAT

)
υT =

λ0υT
λ0 + 2`

=
1

1/υT + `/(λ0υT /2)
.

(18.23)
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Fig. 18.1 Illustration of how the linear region current is related to the channel and

series resistances. For a fixed VGS , the channel resistance is proportional to one over the
apparent mobility.

Now, recall the definition of the diffusion coefficient, eqn. (12.18), Dn =

υTλ0/2, which can be used to write the injection velocity as

υinj =

(
1

υT
+

1

Dn/`

)−1

, (18.24)

or

1

υinj
=

1

υT
+

1

Dn/`
. (18.25)

According to eqn. (18.25), the injection velocity of a MOSFET is less

than the lower of the ballistic injection velocity and Dn/`, which is the

velocity at which carriers diffuse across the bottleneck region of length,

`. When ` is long or Dn small, Dn/` � υT , and injection velocity is

the diffusion velocity. When ` is short or Dn large, Dn/` � υT , and the

injection velocity is limited by the ballistic injection velocity. The injection

velocity cannot be larger than the ballistic injection velocity, but it can be

much smaller.

Figure 18.2 is an illustration of what happens in the on-state of a

nanoscale MOSFET. Carriers must diffuse across the bottleneck region,
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but they cannot diffuse faster than the thermal velocity because diffusion

is caused by random thermal motion. After diffusing across the bottleneck,

they encounter the high field portion of the channel, which sweeps them

across and out the drain. The bottleneck region is analogous to the base of

a bipolar transistor, and the high-field region is analogous to the collector

of a bipolar transistor.

Fig. 18.2 The energy band diagram of a MOSFET in the on-state showing the bottle-
neck for current flow, where the electric field along the channel is small, and the high-field

part the the channel. The bottleneck is analogous to the base of a bipolar transistor,

and the high-field region is analogous to the collector.

To summarize, we have shown that the transmission expression for the

saturation region current, eqn. (18.8), can be written in the traditional,

velocity saturated form, eqn. (18.13), used in the VS model – if we replace

the scattering limited velocity, υsat, in the traditional expression by the

injection velocity, υinj , as defined in eqn. (18.25). The largest that the

injection velocity can be is the ballistic injection velocity, υT .

Exercise 18.1: Relate the transmission to the parameters of

the VS model

By fitting the VS model to measured data, we determine the apparent

mobility and the injection velocity. If we also fit a long channel device, then

we can determine µn. (The scattering limited mobility might be different
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in a short channel MOSFET, but as will be discussed in Lecture 19, we can

also determine µn in the short channel MOSFET.) Assuming that we know

µapp, µn, and υinj , show how to determine the transmission in the linear

and saturation regions.

Equation (18.8) gives the linear region current in terms of TLIN , and

eqn. (18.18) gives the linear region current in terms of µapp. Equating these

two expressions, we find:

TLIN =
µapp
L

(
υT

2kBT/q)

)−1

=
µapp
µB

.

Using the definition of the apparent mobility from eqn. (18.19), we find

TLIN =
µapp
µB

=
µBµn
µB + µn

× 1

µB
=

µn
µB + µn

, (18.26)

To find TSAT , we begin with the definition of the injection velocity, eqn.

(18.2),

υinj = υT

(
TSAT

2− TSAT

)
,

which can be solved for TSAT

TSAT =
2

1 + υT /υinj
. (18.27)

The injection velocity is determined by fitting the VS model to measured

data, but the ballistic injection velocity, υT , is more difficult to determine.

It can be extracted from the measured IV characteristics [5], but it is often

computed from the known effective mass and a knowledge of the number

of subbands that are occupied.

Exercise 18.2: Mobility and apparent mobility of a 22 nm

MOSFET

Consider an L = 22 nm n-channel Si MOSFET at T = 300 K biased in the

linear region. Assume a (100) oriented wafer with only the bottom subband

occupied. Assume that the mobility is µn = 250 cm2/V − s. What are µB ,

µapp, and TLIN?

For this case, we have seen in eqn. (14.15) that υT = 1.2 × 107 cm/s.

We find the ballistic mobility from eqn. (18.17) as

µB =
υTL

2kT/q
=

(1.2× 107)× (22× 10−7)

2× 0.026
= 508 cm2/V − s . (18.28)
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Since µB is comparable to µn, this is a quasi-ballistic MOSFET.

The apparent mobility is found from eqn. (18.19) as

µapp =
µnµB
µn + µB

=
250× 508

250 + 508
= 191 cm2/V − s .

As expected, the apparent mobility is less than the smaller of the ballistic

and scattering limited mobilities. Finally, we find the linear region trans-

mission from eqn. (18.26) as

TLIN =
µn

µB + µn
=

250

508 + 250
= 0.33 . (18.29)

18.5 Discussion

We have seen in this lecture that one can clearly relate the linear region

and saturation region currents of the VS model to the corresponding results

from the transmission model. We now understand why the scattering lim-

ited mobility that describes long channel transistors needs to be replaced

by an apparent mobility that comprehends quasi-ballistic transport. As

also shown in this lecture, the saturation velocity in the traditional model

corresponds to the injection velocity in the transmission model. The trans-

mission model provides a clear, physical interpretation of the linear and

saturation region currents for nanoscale MOSFETs, but the semi-empirical

VS model does a better job of describing the shape of the ID vs. VDS char-

acteristics. This is not a fundamental limitation of the Landauer model; it

only happens because of the difficulty of computing T (VDS).

We have discussed three mobilities: 1) The scattering limited mobility,

µn, 2) the ballistic mobility, µB , and 3) the apparent mobility, µapp. Tra-

ditional MOSFET theory is expressed in terms of another mobility - the

effective mobility, µeff . The term, “effective mobility,” is unfortunate but

it is the traditional term used for the scattering-limited mobility in MOS-

FETs [7, 8]. The term, effective, refers to the fact that carriers closer to

the surface should have a lower mobility than carriers deeper in the chan-

nel because of surface roughness scattering. The effective mobility is the

depth-averaged mobility of carriers in the channel. For a Si MOSFET, µeff

is much less than the scattering-limited mobility of carriers in bulk silicon

because of surface roughness scattering. For III-V HEMTs, the high bulk

mobility is retained because atomically flat interfaces can be produced. In

modern MOSFETs, however, quantum confinement is strong, and all car-

riers in the channel experience surface roughness scattering. Talking of a
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depth-averaged mobility is not appropriate. For us, µn = µeff simply refers

to the scattering limited mobility in a field-effect transistor.

18.6 Summary

In this lecture, we have shown that the transmission model of Lecture 17

can be clearly related to the VS model. By simply replacing the scattering

limited mobility, µn, in the VS model with the apparent mobility, the cor-

rect results for the linear current are obtained from the ballistic to diffusive

limits. By simply replacing the high-field, scattering limited bulk satura-

tion velocity, υsat, with the injection velocity, υinj , the correct on-current is

obtained. Comparison with measured characteristics showed that nanoscale

Si MOSFETs operate well below the ballistic limit but that nanoscale III-V

FETs operate quite close to the ballistic limit.

The transmission model suffers from two key limitations. The first is

the difficulty of computing IDS vs. VDS , which occurs because of the diffi-

culty of computing T (VDS). The second limitation (which is related to the

first) is the difficulty of predicting the on-current, which occurs because of

the difficulty of computing the critical length, `, for high drain bias. The

result is that it is hard to predict TSAT . Because of these limitations, the

transmission and the semi-empirical VS model are often combined with the

parameters in the transmission model being determined by fitting the VS

model to experimental data, and the physical interpretation of the fitted

parameters being provided by the transmission model.
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Lecture 19

VS Characterization of Transport in
Nanotransistors

19.1 Introduction

19.2 The MVS / Transistor model

19.3 ETSOI MOSFETs and III-V HEMTs

19.4 Fitting the MVS model to measured IV data

19.5 MVS Analysis: Si MOSFETs and III-V HEMTs

19.6 Linear region analysis

19.7 Saturation region analysis

19.8 Linear to saturation region analysis

19.9 Discussion

19.10 Summary

19.11 References

19.1 Introduction

Much can be learned about the physics of carrier transport at the nanoscale

by carefully examining the IV characteristics of well-behaved nanoscale

MOSFETs. A number of studies using a variety of methods have been

reported (e.g. [1-6]). As described in several publications, the virtual

source / transmission model provides a useful tool for studying transport in

nanotransistors [7-10]. In this lecture, we’ll examine experimental results

following the approach of [11, 12]. Both nanoscale Extremely Thin SOI

(ETSOI) MOSFETs [13, 14] and III-V HEMTs (High Electron Mobility

Transistors) [10, 15] will be examined.

301
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19.2 Review of the MVS/ Landauer model

The virtual source and Landauer models have been discussed extensively

in previous lectures – we summarize the main results here before applying

them to experimental data. The specific form of the VS model to be used

in this lecture was developed at MIT and will be called the MVS model

[16]. The MVS model describes the drain current as the product of charge

and velocity [16, 17],

IDS = W |Qn (x = 0, VGi, VDi)|FSAT (VDi) υinj , (19.1)

where FSAT (VDi)υinj is the velocity at the virtual source. The voltages,

VGi and VDi are the intrinsic gate and drain voltages. (The absolute value

sign is used because the inversion charge, Qn, is negative for an n-channel

MOSFET.)

In the MVS model, the charge at the virtual source, Qn(VGi, VDi), is

obtained from a semi-empirical expression similar to eqn. (11.14) [16]

|Qn(VGi, VDi)| = mCG(inv)

(
kBT

q

)
ln
(

1 + eq(VGi−VT−α(kBT/q)Ff )/mkBT
)
.

(19.2)

This expression uses an “inversion transition function,” Ff [16],

Ff =
1

1 + exp
(
VGi−(VT−α(kBT/q)/2)

αkBT/q

) , (19.3)

which produces an effective increase in threshold voltage by about kBT/q

as the device transitions from subthreshold to strong inversion. Note that

Ff → 1 in subthreshold and Ff → 0 in strong inversion. The empirical

parameter, α, is typically set to 3.5 [11, 16].

In eqn. (19.2), the threshold voltage depends on drain voltage according

to

VT = VT0 − δVDi , (19.4)

where VT0 is the strong inversion threshold voltage at VD = VDi = 0, and δ

is the DIBL parameter in units of V/V. The subthreshold slope parameter

in eqn. (19.2), is given by

m = m0 +m′VDi , (19.5)

where m0 is the subthreshold parameter at VD = VDi = 0 and m′ =

dm/dVDi describes the change in m with drain voltage.
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The MVS model uses an empirical drain saturation function, which is

given by [16]

FSAT (VDi) =
VDi/VDSATs[

1 + (VDi/VDSATs)
β
]1/β , (19.6)

with

VDSATs =
υinjLeff

µapp
, (19.7)

where Leff is the effective channel length as discussed by Taur [18]. Note

that we have added an s to the subscript SAT in VDSATs to denote the

fact that FSAT describes drain current saturation in strong inversion. Under

subthreshold conditions, VDSAT = kBT/q as discussed by Taur and Ning

[18]. The MVS model treats this transition between VDSAT in subthreshold

and strong inversion heuristically by using the inversion transition function

[16],

VDSAT = VDSATs (1− Ff ) + (kBT/q)Ff . (19.8)

The intrinsic terminal voltages are related to the external terminal volt-

ages according to

VGi = VG − IDSRSD0/2

VDi = VD − IDSRSD0 ,
(19.9)

where the series resistance, RSD0, is the sum of the source series resistance,

RS0, and the drain series resistance, RD0, which are assumed to be equal

and independent of gate or drain voltage.

The MVS model can be fit to the measured transfer characteristics (IDS
vs. VGS) and the output characteristics (IDS vs. VDS) to deduce several

important device parameters; our analysis will focus on the low VDS , linear

region and the high VDS , saturation region.

For small drain bias, FSAT → VDS/VDSATs and υ(x = 0, VGS , VDS)→
µappVDS/Leff . Equation (19.1) in the linear drain current region becomes

IDLIN =
W

Leff
|Qn(VGS)|µappVDS = VDS/Rch , (19.10)

where Rch is the channel resistance. For large VDS , FSAT → 1, and eqn.

(19.1) reduces to the traditional velocity saturation expression,

IDSAT = W |Qn(VGS , VDS)| υT , (19.11)
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where

υT =

√
2kBT

πm∗
= υball

inj , (19.12)

is the ballistic injection velocity for Maxwell Boltzmann statistics. Note

that the ballistic injection velocity can be difficult to compute in practice.

Strain and quantum confinement can affect m∗, and eqn. (19.12) assumes

only one subband is occupied, which is not always true.

The apparent mobility in the MVS model is given by

1

µapp(Leff)
≡ 1

µn
+

1

µB(Leff)
, (19.13)

where the scattering limited mobility is

µn =
Dn

kBT/q
=
υTλ0/2

kBT/q
, (19.14)

and the ballistic mobility is

µB(Leff) =
υTLeff/2

kBT/q
. (19.15)

The injection velocity under high drain bias is

1

υinj
=

1

υT
+

1

Dn/`
, (19.16)

where `� Leff and

Dn =
υTλ0

2
. (19.17)

Recall that we have assumed that the mean-free-path in the linear region,

λLIN , is equal to the mean-free-path in the saturation region, λSAT . While

it is not strictly true that λLIN = λSAT = λ0, it is physically sensible

[19] and is supported by experimental studies [11]. Finally, it is also

useful to recall how the parameters in the MVS model are related to the

transmission. From eqn. (18.26) for the linear region, we have

TLIN =
λ0

λ0 + Leff
=
µapp
µB

=
µn

µB + µn
, (19.18)

and from (18.27) for the saturation region, we have

TSAT =
λ0

λ0 + `
=

2

1 + υT /υinj
. (19.19)
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The measured injection velocity is related to the transmission according to

υinj = υT

(
TSAT

2− TSAT

)
. (19.20)

This section has summarized the main results that were presented and

discussed in earlier lectures. When measured IV characteristics are fit to

the MVS model, we will regard the results as measurements of the fixed

series resistance, RSD0, the apparent mobility, µapp, and the injection veloc-

ity, υinj . We will also see that the ballistic injection velocity, the scattering

limited mobility, the mean-free-path, the critical length, and the linear and

saturation region transmissions can all be deduced from measurements.

19.3 ETSOI MOSFETs and III-V HEMTs

The Si MOSFETs to be examined have a simple, well-characterized physi-

cal structure that facilitates analysis. As shown in Fig. 19.1, the Si device

is a silicon-on-insulator (SOI) structure with an extremely thin SOI layer of

thickness, TSOI = 6.1± 0.4 nm [11]. The plane of the channel is (100), and

the direction of transport is 〈110〉. The gate electrode is polycrystalline

silicon, and the oxide is SiON with a Capacitance Equivalent Thickness

(CET) of 1.1 nm. The strong inversion gate capacitance, CG(inv), is ob-

tained from CV measurements on long channel devices [11]. For the devices

examined here, CG(inv) = 1.98µF/cm2 for n-FETs [11]. The measured,

near-equilibrium mobility for a long channel device is 350 cm2/V − s, which

corresponds to a mean-free-path of 15.8 nm.

Neutral stress liners are used in these devices so that the channel is

nominally unstrained Si, which simplifies the computation of υT . Assuming

m∗ = 0.22m0, we find υT = 1.14 × 107 cm/s. A process that produces

the source/drain extensions during the last high temperature step results

in very sharp junctions with low series resistance [13]. The physical length

of the gate electrode is determined by CV measurements [12]. Detailed

process simulations show that there is 1-2 nm of overlap between the gate

electrode and the source/drain extension for n-MOSFETs and p-MOSFETS

respectively, so Leff = LG − 2 nm for n-FETs and Leff = LG − 4 nm for p-

FETs, where LG is the physical length of the gate electrode. These effective

channel lengths were confirmed by a careful analysis of 2D electrostatics [13,

14].

The HEMT is a field-effect transistor in which a wide bandgap III-V
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Fig. 19.1 Cross section of the ETSOI MOSFETs analyzed in this lecture. (From [11].)

semiconductor serves as the “insulator” and a small bandgap III-V semi-

conductor serves as the channel. The III-V HEMTs to be examined have

a high mobility, In-rich channel [10, 15]. As shown in Fig. 19.2, the device

is built on an InP substrate. A buffer layer is first grown on the substrate

followed by 2 nm of In0.53Ga0.47As, 5 nm of InAs, and 3 nm In0.53Ga0.47As.

The In0.53Ga0.47As layer is lattice-matched to the InP substrate, but there

is a mismatch between the lattice spacings of In0.53Ga0.47As and InAs, so

the InAs layer is pseudomorphic – it is under strain, but the layer is thin

enough that the strain can be accommodated without generating crystal

defects. On top of this 10 nm thick channel structure is an In0.52Al0.48As

barrier layer, which acts as the insulator for this FET. The “T-gate” struc-

ture lowers the gate resistance, which is important for RF applications.

Heavily doped “cap” layers facilitate low contact resistances.

The high mobility of the In-rich channel gives this transistor its name

– High Electron Mobility Transistor (HEMT). The measured mobility of

a long channel device is 12, 500 cm2/V − s, which gives a mean-free-path

of 153 nm [12]. The channel effective mass is m∗n = 0.022m0, which gives

υT = 3.62 × 107 cm/s [12]. The 4 nm thick In0.52Al0.48As layer on top of

the channel results in an gate capacitance of CG(inv) = 1.08µF/cm2 [12].
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Fig. 19.2 Cross section of the III-V HEMTs analyzed in this lecture. (Adapted from

[15].)

19.4 Fitting the MVS model to measured IV data

Fitting the measured IV characteristics of well-designed MOSFETs typi-

cally involves fitting both the transfer and output characteristics. We as-

sume that the physical and effective gate lengths have been independently

measured along with the strong inversion gate capacitance. The parame-

ter, α, which controls the transition from weak to strong inversion is set

at 3.5 [11, 16]. The parameter, β, in FSAT , is adjusted to match the drain

saturation characteristics, but typically falls in a narrow narrow range of

β ≈ 1.6 − 2.0 [16]. To fit measured data, such as that shown in Fig. 19.3,

four parameters are adjusted. The threshold voltage, VT0 is adjusted to fit

the measured off-current under low VDS . The DIBL parameter, δ, is ad-

justed to fit the measured DIBL. (It also affects the output conductance.)

The subthreshold slope parameter, m0, and the punchthrough parameter,

m′, are adjusted to fit the subthreshold slope under low and high VDS . The

apparent mobility, µapp, is adjusted to fit the linear region slope of IDS vs.

VDS . The injection velocity, υinj , is adjusted to fit the measured saturation

currents. The series resistance, RSD0, affects both the linear and saturation

regions. Typically, data can be fit by hand with only a few iterations, or

the fitting process can be automated. Because the series resistance affects

the linear and saturation regions differently, it is possible to independently

deduce values for µapp and RSD0.
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The result of the fitting process is a set of specific values for RSD0, µapp,

and υinj . For well-designed MOSFETs, the fits are typically excellent. In

addition to determining values of RSD0, µapp, and υinj , we will see, that

with careful analysis, it is possible to deduce values for the ballistic injection

velocity, υT , the scattering limited mobility, µn, the mean-free-path, λ0, the

critical length, `, as well as the transmission in the linear region, TLIN , and

in the saturation region, TSAT .

Fig. 19.3 Measured IV characteristics of an Leff = 30 nm ETSOI MOSFET. The points

are the measured data (similar to [11]), and the lines are the MVS model fits. The first

line is for VGS = −0.2 V, and for each line above, VGS increases by 0.1 V. The MVS
analysis and plot were provided by Dr. S. Rakheja, MIT, 2014. The data were provided

by A. Majumdar, IBM, 2014. Used with permission.

19.5 MVS Analysis: Si MOSFETs and III-V HEMTs

In this section, we fit the MVS model to experimental results for an L = 30

nm silicon MOSFET [11] and for an L = 30 nm III-V high electron mobility

transistor (HEMT) [15]. The fitted MVS parameters will be interpreted

according to the transmission model.

Figure 19.3 shows measured IV characteristics of an ETSOI MOSFET

with Leff = 30 nm [5] along with MVS model fits to the measured data.
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The MVS fitting parameters are:

Si ETSOI n-MOSFET:

RSD0 = RS0 +RD0 = 130 Ω− µm

µapp = 220 cm2/V − s

υinj = 0.82× 107 cm/s .

To interpret these results, we compute the linear and saturation region

transmissions. To estimate TLIN from eqn. (19.18), the ballistic mobility

must be known. For the ballistic mobility, we use eqn. (18.17) and find

µB =
υTLeff

2kBT/q
=

(1.12× 107 cm/s) (30× 10−7 cm)

2× 0.026
= 658 cm2/V − s .

The linear region transmission is estimated from eqn. (19.18) as

TLIN =
µapp
µB

=
220

646
= 0.34 .

To estimate the transmission in saturation, we use eqn. (19.20) and find

TSAT =
2

1 + υT /υinj
=

2

1 + 1.12/0.82
= 0.85 .

According to the second of eqns. (18.8), we can write the ballistic on-

current ratio as

BSAT =
IDS(ON)

Iball
DS (ON)

=
TSAT

2− TSAT
= 0.72 .

These results, typical for Si MOSFETs, show that the device operates

well below the ballistic limit in the linear region and fairly close to the

ballistic limit in the saturation region.

Figure 19.4 shows the measured IV characteristics of an Leff = 30 nm

III-V HEMT [15]. The MVS fitting parameters are:

III-V HEMT:

RSD0 = RS0 +RD0 = 400 Ω− µm

µapp = 1800 cm2/V − s

υinj = 3.5× 107 cm/s .

To interpret these results, we compute the linear and saturation region

transmissions. For the ballistic mobility, we find

µB =
υTLeff

2kBT/q
=

(3.62× 107 cm/s) (30× 10−7 cm)

2× 0.026
= 2088 cm2/V − s .
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Fig. 19.4 IV characteristics of an Leff = 30 nm III-V HEMT. The points are the

measured data [15], and the lines are the MVS analysis and plot were provided by Dr.
S. Rakheja, MIT, 2014. Data provided by D.-H. Kim. Used with permission.

The linear region transmission is estimated from eqn. (19.18) as

TLIN =
µapp
µB

=
1800

2088
= 0.86 .

To estimate the transmission in saturation, we use eqn. (19.20) and find

TSAT =
2

1 + υT /υinj
=

2

1 + 3.62/3.50
= 0.98 .

Finally we can estimate the ballistic on-current ratio as

BSAT =
IDS(ON)

Iball
DS (ON)

=
TSAT

2− TSAT
= 0.96 .

These results, typical for III-V HEMTs, show that the device operates

rather close to the ballistic limit in the linear region and essentially at the

ballistic limit in the saturation region. This could have been anticipated

in two ways. First, the mean-free-path deduced from the scattering-limited

mobility was 153 nm – longer than the channel length. Second (and equiva-

lently) the ballistic mobility was lower than the scattering limited mobility.

Although this device operates close to the ballistic limit in terms of

on-current, it is important to recall that operation near the ballistic limit
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only means that the critical part of the channel is short compared to the

mean-free-path. Energetic carriers are expected to scatter several times in

the high-field region near the drain.

The analysis discussed in this section helps us understand device per-

formance in terms of transmission and the ballistic on-current ratio. As

discussed next, a careful analysis of the linear and saturation regions al-

lows us to extract some other useful parameters. Finally, we note that

there are some uncertainties in the calculations presented here. The proper

effective mass to use depends on the strain in the structure (which may in-

crease or decrease the effective mass) and conduction band nonparabolicity,

which increases the effective mass of quantum confined materials. Upper

subbands may also be occupied, and the assumption of non-degenerate car-

rier statistics may not be suitable – especially for III-V FETs. It may be

preferable, therefore, to extract υT from the measured IV characteristics,

as will be discussed in Sec. 19.7.

19.6 Linear region analysis

Analysis of the linear region of a FET can reveal the presence of a ballistic

component to the channel resistance, and it can provide a measurement of

the scattering limited mobility, µn. The MVS fitting procedure allows us to

extract a physically meaningful apparent mobility for each channel length.

From equations (19.13) - (19.15), we find

1

µapp
=

1

µn
+

(
λ0

µn

)
1

Leff
. (19.21)

A plot of 1/µapp vs. 1/Leff should be a straight line with a y-intercept that

is one over the scattering limited mobility and a slope that is the ratio of the

mean-free-path to the scattering limited mobility. The second term in eqn.

(19.21) is just one over the ballistic mobility. The apparent mobility could

be channel length dependent if the scattering-limited mobility varies with

channel length, but if the plot is linear with a physically sensible slope, then

the channel length dependence is most likely due the the ballistic resistance.

Figure 19.5 shows results for the III-V HEMT [12]. From this plot, we find

µn = 12, 195 cm2/V − s and λ0 = 171 nm. These numbers are very close

to those expected from the measured mobility on a long channel FET [12].

The plot of 1/µapp vs. 1/Leff is not a straight line when the mean-free-

path (i.e. the scattering limited mobility) varies with channel length. For

such cases, we can deduce the mean-free-path for each channel length by



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

312 Essential Physics of Nanoscale Transistors

Fig. 19.5 Plot of 1/µapp vs. 1/L for the III-V HEMT. From the y-intercept we find

the scattering-limited mobility and from the slope of the line, the near-equlibrium mean-
free-path. From [12].

using eqns. (19.13) - (19.15) to find

1

λ0(Leff)
=

υT
2(kBT/q)

1

µapp
− 1

Leff
. (19.22)

Figure 19.6 shows the extracted mean-free-path vs. channel length for

ETSOI MOSFETs. Note the decrease in mean-free-path at short channel

lengths. This effect may arise from device processing effects, but it has also

been predicted to occur because of long-range Coulomb oscillations [20, 21].

It is interesting to note that when the scattering limited mobility is

independent of channel length, as in Fig. 19.5, then both the scattering-

limited mobility and the mean-free-path can be experimentally determined

without knowing υT . When the mobility varies with channel length, we

can extract the mean-free-path vs. channel length from eqn. (19.22), but

we must know the unidirectional thermal velocity. This can be difficult

to compute without accurate knowledge of the effective mass (which is

affected by strain and quantum confinement) and the subband populations.

As discussed next, however, υT can be deduced by analyzing the length

dependent injection velocity.
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Fig. 19.6 The low bias mean-free-path vs. channel length for ETSOI MOSFETs. (Fig-

ure provided by Xingshu Sun, Purdue University, August, 2014. Used with permission.)

19.7 Saturation region analysis

The magnitude of the injection velocity decreases as the channel length

increases. According to eqns. (19.20) and (19.19),

υinj =
υT

λ+ 2`
, (19.23)

which can be written as

1

υinj
=

1

υT
+

2`

λυT
. (19.24)

It is reasonable to assume that ` is proportional to Leff . While this is

difficult to justify rigorously, a careful analysis of experiments suggests that

it is an acceptable approximation in practice [11]. Assuming that ` = ξLeff ,

we can write (19.24) as

1

υinj
=

1

υT
+

2ξ

λυT
Leff . (19.25)

A plot of 1/υinj vs. Leff should be a straight line. The y-intercept gives the

unidirectional thermal velocity and the slope gives ξ, from which we can

deduce `. Figure 19.7 shows results for the III-V HEMT [12]. From this

plot, we find υT = 3.57× 107 cm/s and ξ = 0.09. This thermal velocity is

very close to that expected from the known effective mass, and the critical

length is a small fraction of the channel length as expected.
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Fig. 19.7 Extraction of the thermal velocity, υT , for III-V HEMTs by fitting the 1/υinj

vs. Leff plot with straight line. From [12].

19.8 Linear to saturation region analysis

One of the challenges in modeling nano-MOSFETs is that we do not have an

analytical expression for the drain voltage dependent transmission, T (VDS).

Equations (19.18) and (19.19) give T in the small and large VDS limits. If

we had an analytical model for T (VDS), we would not need the empirical

drain saturation function, FSAT , as given by eqn. (19.6).

Using the measured IV characteristics of well-behaved nano-MOSFETs,

we can extract the experimental T (VDS) characteristic. The process is

as follows. First, we fit the measured IV characteristics with the MVS

model. Next, we generate intrinsic transistor characteristics by setting

RS0 = RD0 = 0 in the MVS model and plotting the resulting IV charac-

teristic. Then we make use of eqn. (17.18) (the Landauer expression for

the IV characteristic in terms of the transmission) in the non-degenerate

limit to write,

IDS = W |Qn(VGS , VDS)| υT
(
T

2− T

)[
1− e−qVDS/kBT

1 + ( T2−T )e−qVDS/kBT

]
. (19.26)

The inversion charge, Qn(VGS , VDS), is known from eqn. (19.2) because the

parameters in (19.2) have been determined by the MVS fitting to the mea-

sured data. Assuming that the ballistic injection velocity, υT , is also known,

then at any bias point, (VGSi, VDSi), we can fit eqn. (19.26) to the intrinsic

IV characteristic and deduce T (VGSi, VDSi). A plot of T (VGSi, VDSi) vs.

VDSi at VGSi = VDD is shown in Fig. 19.8 for two different channel lengths.
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As expected, the transmission decreases as VDSi increases and is smaller

for the longer channel length.

Fig. 19.8 A plot of the extracted transmission vs. drain voltage for ETSOI n-MOSFETs

with Leff = 30 nm and Leff = 130 nm. As expected, the transmission is higher under low

drain bias than under high drain bias.(Plot produced by Xingshu Sun, Purdue University
using ETSOI data supplied by A. Majumdar, IBM.)

The results plotted in Fig. 19.8 can be used to estimate the bias-

dependent critical length, LC(VDSi). Writing the transmission as

T (VDSi) =
λ0

λ0 + LC(VDSi)
, (19.27)

we can use the results in Fig. 19.8, set LC(VDSi = 0) = Leff , and pro-

duce Fig. 19.9, a plot of the critical length, LC , vs. VDSi. We find, as

expected, LC = ` � Leff as VDSi → VDD. Figures 19.8 and 19.9 confirm

our expectation of how the transmission and the critical length vary with

drain bias and provides numerical values over the entire range of drain

biases. From the VDSi = 0 transmission in Fig. 19.8 and eqn. (19.27)

with LC(VDSi = 0) = Leff , we find the mean-free-path. The result is

λ0(30 nm) = 15.4 nm and λ0(180 nm) = 17.8 nm.

19.9 Discussion

The Virtual Source model provides a semi-empirical description of the IV

characteristics of well-designed field-effect transistors. By adjusting only
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Fig. 19.9 A plot of the deduced critical length for backscattering vs. drain voltage

for ETSOI n-MOSFETs with Leff = 30 nm and Leff = 130 nm. The critical length
is set to Leff for zero drain bias, and we find LC = ` � Leff under high drain bias.

(Plot produced by Xingshu Sun, Purdue University using ETSOI data supplied by A.

Majumdar, IBM.)

a few parameters, excellent fits to the IV characteristics can be obtained.

The Landauer approach provides us with a physical interpretation of these

parameters. The examples discussed in this lecture show how measured

IV characteristics can be analyzed to extract physically relevant informa-

tion about carrier transport in nanoscale transistors – when the underlying

assumption of the VS / transmission model are satisfied. Key device pa-

rameters such as the ballistic injection velocity, υT , the mean-free-path

for backscattering, λ0, the scattering limited mobility, µn, and the critical

length, ` can all be extracted from the measured IV characteristic. In the

next lecture, we’ll discuss the limitations and uncertainties of the model.

19.10 Summary

In this lecture, we showed how to analyze the measured IV characteristics

of nano transistors using the VS/Landauer model. While each type of tran-

sistor presents its own challenges, the approach illustrated here provides a

starting point for analysis. It should be understood, however, that the MVS

model is a model for well-behaved transistors as indicated by excellent fits

of experimental IV characteristics to the model. For such well-behaved
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transistors, physical parameters can be extracted from measured IV char-

acteristics.
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20.1 Introduction

As the dimensions of high-performance transistors for digital logic continue

to shrink, some questions arise. “What are the fundamental limits of MOS-

FETs?” “How close to these limits can semiclassical models be used?” These

questions will be briefly addressed in this lecture. Even when the semiclas-

sical model can be used, questions about the validity of the simplifying

assumptions that make the transmission model for MOSFETs tractable

must be asked. Some questions are straightforward (e.g. how good is the

assumption of a gate voltage independent series resistances) and others in-

volve more subtle discussions of complex transport physics. Some of these

questions will also be addressed in this lecture.

321
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20.2 Ultimate limits of the MOSFET

In Lecture 3, we presented a simple model of the MOSFET as a barrier-

controlled device and summarized it in Fig. 3.7. This simple barrier model

can be used to establish some fundamental limits for transistors operating

as digital switches. Although the approach is different here, we arrive at

the same expressions for the fundamental limits as in [1].

Figure 20.1 summarizes our simple model for the MOSFET as a barrier

controlled logic switch (the same model device would apply to a bipolar

transistor as well). The off-state is shown on the left. The large energy

barrier prevents electrons in the source from flowing out the drain (a large

drain voltage is assumed). The on-state is shown on the right. A large gate

voltage pushes the barrier down, electrons flow from the source, across the

channel, and into the drain. Ballistic transport is assumed in the channel,

so the carriers deposit their energy in the drain, where they relax to the

bottom of the conduction band through strong inelastic scattering.

Fig. 20.1 Simple, barrier model for a MOSFET as a digital switch. Left: the Off-state.
Right: the On-state. The energy barrier for electrons from the source to the top of the

energy barrier is ES→B and energy barrier for electron from the drain to the top of the

energy barrier is ED→B .

As shown in Fig. 20.2, this simple model can be used to establish the

minimum energy for a switching event. The large gate voltage in the on-

state eliminates the energy barrier between the source and the channel, but

a barrier, ED→B , from the drain to the top of the barrier in the channel ex-

ists because of the positive drain voltage. After electrons have thermalized

in the drain, there is some probability, P, that they will be thermionically

emitted over the barrier and return to the source. If this happens, a switch-

ing event did not occur. By requiring that the probability, P, is less than
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one-half,

P = e−ED→B/kBT <
1

2
, (20.1)

we find the minimum energy barrier as

Emin = kBT ln 2 , (20.2)

which is 0.017 eV at room temperature. Electrons that enter the drain

dissipate their kinetic energy, Emin, by inelastic scattering, so the minimum

switching energy is ES |min = kBT ln 2. The argument used here should be

viewed as a simple, heuristic argument. More fundamental considerations

[2, 3] and careful analysis [4] lead to the same conclusion for the minimum

switching energy.

Fig. 20.2 Illustration of a switching event in the on-state. The probability of a switching
event is 1 − P, where P is the probability that an electron from the drain can be

thermionically re-emitted back to the source.

Next, let’s estimate the minimum gate length. As shown in Fig. 20.3,

when the device is in the off-state, the barrier must be high enough and

thick enough to prevent electrons from the source to flow to the drain. For

thermionic emission, the height of the barrier has been determined to be

Emin = kBT ln 2. The minimum thickness of the barrier (the length of

the channel) is determined by quantum mechanical tunneling through the

barrier. The probability that electrons from the source tunnel through the

barrier can be estimated with a standard quantum mechanical approxima-

tion (the WKB approximation) [1]. Requiring that this probability be less

than one-half for the device to be considered to be off, we find

P = e−2
√

2m∗ES→BL/~ <
1

2
, (20.3)
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which can be solved for the channel length, L, to find

L >
~√

2m∗ES→B
. (20.4)

By using ES→B = ES |min, we find the minimum channel length to be

Lmin =
~√

2m∗ES |min

. (20.5)

Fig. 20.3 Illustration of the off-state and the probability, P, that an electron from the

source can quantum mechanically tunnel through the barrier to the drain.

Finally, we can estimate the switching time of the device. In the on-

state, electrons simply flow across the channel at the ballistic velocity. The

minimum transit time across the channel is

τmin =
Lmin

υT
, (20.6)

Using eqn. (20.5) for Lmin,
√

2kBT/πm∗ for υT , and discarding some

factors on the order of unity, we find

τmin =
~

ES |min
. (20.7)

Having estimated the minimum switching energy, channel length, and

switching time, we can evaluate them at room temperature (assuming m∗ =

m0 ) to find

ES |min = kBT ln 2 = 0.017 eV

Lmin =
~√

2m∗ES |min

= 1.5 nm

τmin =
~

ES |min
= 40 fs .

(20.8)
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The fundamental minimum switching energy of a single transistor as

estimated by eqn. (20.8) is far below the switching energy in a typical

CMOS circuit, which can be estimated from ES = CSV
2
DD, where CS is

the average capacitance being switched. In a typical circuit, CS ≈ 1 fF and

VDD ≈ 1 V, which gives a switching energy that is a few hundred thousand

times the fundamental limit. This occurs because the typical capacitance

at a node being switched is far greater than the intrinsic gate capacitance

of a single transistor. The additional capacitance is due to parasitics (e.g.

parasitic gate to drain capacitance), to the capacitance of the wiring, and

because a single logic gate typically drives a number of output gates (so-

called fanout). On the other hand, a typical circuit node does not switch

on every cycle, so this number should be multiplied by an activity factor

that is much less than one.

Another consideration is noise margin; the probability of an error, P,

must be orders of magnitude smaller than one-half. The minimum channel

length and power dissipation was determined by requiring the on-off ratio to

be two. Realistic circuits require an on-off ratio of roughly 104, so channel

lengths and switching energies will always be well-above the fundamental

limit. Nevertheless, current day channel lengths of about 20 nm are within

about an order of magnitude of the fundamental lower limit. The device

transit time is also within an order of magnitude of the estimated lower

limit. The nature of CMOS circuits, however, is such that the average

switching energy is likely to always be orders of magnitude higher than the

fundamental limit for a single device.

These rough estimates of the fundamental limits are instructive and

indicate that some of them are being approached with CMOS technology.

A key question for device researchers is: “Is there a fundamentally better

switching device than a MOSFET?”. Note that the fundamental limit for

the switching energy of a MOSFET can be obtained from some very general

arguments that do not assume a specific device [2]. It is also interesting to

note that the lower limit size can be obtained from the uncertainty relation,

∆p∆x ≥ ~/2, and the lower limit for device speed can be obtained from

∆t∆E ≥ ~/2 [1]. These considerations suggest that there may not be a

digital switching device that is fundamentally better than a MOSFET.
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20.3 Quantum transport in sub-10 nm MOSFETs

The practical limits of transistor downscaling can be explored by numerical

device simulation. Figure 20.4 shows results obtain by simulating quan-

tum transport in a nanowire Si MOSFET. Electrostatic control for this

model device is excellent, so the scaling limits are determined by quantum

mechanical tunneling of electrons from the source through the source to

channel barrier in the off-state. The plots show the energy-resolved cur-

rent. At L = 12 nm (upper left), the off-state leakage current flows almost

entirely over the top of the barrier. This transistor is operating as a classi-

cal, barrier-controlled device. When the channel length decreases to 10 nm

(upper right), a small fraction of the current begins to tunnel through the

barrier. At 10 nm, however, good transistor performance is still obtained –

the device continues to operate as a classical barrier-controlled device. For

L = 7 nm (bottom left), a substantial fraction of the off-state current flows

by tunneling under the barrier. The performance of the device (e.g. its

subthreshold slope) degrades. Finally, at L = 5 nm, most of the off-state

current is due to tunneling through the barrier. At this channel length, it is

difficult to modulate the current by controlling the barrier height because

the barrier is transparent to electrons.

The results presented in Fig. 20.4 suggest that our semicassical, trans-

mission model for the MOSFET should continue to describe Si devices

down to channel lengths of 10 nm or so. To scale devices further, heav-

ier effective masses may be needed to suppress tunneling [5]. Scaling to

channel lengths of 5 nm presents many challenges – both practical (such as

the increasing importance of parasitic resistance and capacitance at very

short cannel lengths) and fundamental, such as direct tunneling through

the barrier [7]. Numerical studies of effective mass engineering by strain

and channel orientation suggest, however, that it may be possible to realize

good performance – even down to 5 nm channel lengths [7]. It is clear how-

ever, that the practical and fundamental limits of MOSFET down-scaling

are being approached.

20.4 Simplifying assumptions of the Transmission model

In previous lectures, we have developed a transmission model based on

the Landauer approach to carrier transport for the IV characteristics of

nanoscale MOSFETs. The Landauer approach can be derived from a fully



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

Limits and Limitations 327

Fig. 20.4 The energy-revolved current as computed by a quantum transport simulation

for a silicon nanowire MOSFET in the off-state under high drain bias. The nanowire
is < 110 > oriented and is 3 nm in diameter. (Simulations performed by Dr. Mathieu

Luisier, ETH Zurich and used with permission, 2014).

quantum mechanical treatment of dissipative quantum transport under an

appropriate set of simplifying assumptions [8]. Alternatively, it can be

derived from the semiclassical Boltzmann Transport Equation (BTE) un-

der an appropriate set of simplifying assumptions [9, 10]. As discussed in

the previous section, transistors with channel lengths above about 10 nm

can generally be described semiclassically. Accordingly, we focus on the as-

sumptions that underlie the semiclassical version of the Landauer approach.

For a more careful exposition of the Landauer approach, see volumes 1 and

2 in this series [11, 12].

First, note that the transmission model uses the Landauer approach to

express the terminal current as a linear combination of contact Fermi func-

tions. This follows mathematically from BTE, if and only if the non-linear

scattering terms from the exclusion principle can be excluded. The non-

linear exclusion principle terms drop out in two cases: 1) Elastic scattering,

and 2) Non-degenerate carrier statistics. In this work, we have emphasized

2), but in the on-state, Fermi-Dirac statistics may be required to describe

the electrons in the channel. In that case, we can only rigorously justify

the Landauer approach in the presence of elastic scattering. When neither

conditions 1) nor 2) apply, then Landauer does not mathematically follow

from the BTE; it may still be acceptable in a practical sense, but each case

requires a careful consideration.



December 11, 2015 15:5 World Scientific Book - 9in x 6in ”ws-nanoscale transistors”

328 Essential Physics of Nanoscale Transistors

Secondly, we should note that the Landauer approach used in the trans-

mission model assumes idealized contacts (recall the discussion in Sec.

12.2). The contacts are assumed to be perfectly absorbing, which means

that electrons that enter the contact from the channel are completely ab-

sorbed – there is no reflection of carriers back into the channel. Once elec-

trons enter the contact, they are immediately thermalized; strong scattering

in the contacts ensures that they always remain in equilibrium. Moreover,

the contacts are considered to be infinite sources of carriers by which we

mean that they can supply any current demanded by the gate and channel

without being depleted. Real contacts can deviate from this ideal.

In the approach discussed in these notes, the third set of assumptions has

to do with the transmission, which is described by a bias-independent mean-

free-path (the near-equilibrium mean-free-path) and a bias-dependent crit-

ical length (Sec. 16.4). Scattering in a nanotransistors is complicated, and

it is not obvious that such a simple description is adequate.

A fourth consideration has to do with electrostatic self-consistency. In

our simple treatment, we do not spatially resolve the electrostatic potential

within the device, we focus on the top-of-the-barrier and include a DIBL

parameter to account for two-dimensional electrostatics. The validity of

this approach needs to be considered.

A fifth consideration involves the use of Fermi-Dirac statistics. We

have assumed Boltzmann statistics for most of our discussion. Fermi-Dirac

statistics can be included; it complicates the model but can be important

for III-V FETs [13, 14].

Finally, the sixth consideration has to do with the assumption that the

inversion layer charge is controlled by electrostatics and not by transport.

This is not true in general, and can become important for III-V devices [13,

14].

Several more issues could be raised. For example, we have assumed

a simple, isotropic energy band, but the nonparbolicity of the conduction

band can be important, as can the multiple valleys in the conduction band

of Si (recall Secs. 9.2 and 9.3) and the warping of the valences bands. These

issues can be important and need to be considered on a case by case basis,

but we will focus in the next few sections on the issues identified above –

beginning with the derivation of the Landauer approach from the BTE.
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20.5 Derivation of the Landauer approach from the BTE

Consider the field-free semiconductor slab shown in Fig. 20.5 in which

two large contacts in equilibrium (not shown) inject fluxes of charge car-

riers, F1(E) and F2(E), into the slab. At the right, a +x-directed flux,

T (E)F1(E), emerges due to the injected flux at the left. At the right, there

is also a +x-directed flux, (1−T (E))F2(E), due to the part of the injected

flux, F2(E), that backscatters. We assume elastic scattering within the slab

so that the transmission from the left to right is the same as from the right

to left.

Fig. 20.5 A semiconductor slab with carrier fluxes, F1(E), and F2(E) injected from

equilibrium contacts (not shown). Inside the slab, there is a +x-directed flux, F+(x),

and a −x-directed flux, F−(x).

Within the slab, there is a positively-directed flux, F+(x), and a

negatively-directed flux, F−(x). The positively-directed flux decreases

when it back-scatters to a negatively-directed flux, and it increases when

the negatively-directed flux backscatters to a positively-directed flux. Sim-

ilar considerations apply to the negatively-directed flux. Accordingly, we

can write:
dF+(E)

dx
= −F

+

λ
+
F−

λ
dF−(E)

dx
= −F

+

λ
+
F−

λ
,

(20.9)

where we assume that the two fluxes flow in a single energy channel (i.e.

elastic scattering). The two equations have the same signs because F− is

taken to be positive when directed in the −x-direction. Equations (20.9)
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are a simple, steady-state BTE in which velocity space is discretized in

one positively-directed velocity and one negatively-directed velocity. The

quantity, dx/λ, is the probability per unit length that a positive (negative)

flux backscatters to a negative (positive) flux. The quantity, λ, is the

mean-free-path for backscattering as discussed in Secs. 12.4 and 16.5. It

is straightforward to solve (20.9) subject to the given boundary conditions

and show that (see Sec. 6.3 in [12]):

T (E) =
λ(E)

λ(E) + L
, (20.10)

as was stated in Sec. 12.4. If there is a small electric field in the slab, the

transmission can also be computed [15], but if the electric field is large, then

the problem becomes difficult because transport is far from equilibrium,

and the assumption of independent energy channels breaks down. The

transmission from left to right is no longer the same as the transmission

from right to left. (In this case, the transmission approaches one in one

direction and zero in the opposite direction.)

Returning to Fig. 20.5, we see that the net flux at x = L is

F (E) = T F1(E) + (1− T )F2(E)− F2(E) = T [F1(E)− F2(E)] , (20.11)

which is the same as the net flux at x = 0.

At the left, the injected current between E and E + dE is

I1(E)dE = qF1(E)dE = qυ+
x

D(E)

2
f1(E)dE , (20.12)

where υ+
x is the velocity in the +x direction, D(E) is the density of states,

and the factor of 2 comes from the fact that only half of the states have a

velocity in the +x direction. The equilibrium Fermi function of contact 1

is f1(E). Similarly, the current injected at the right is

I2(E)dE = qυ+
x

D(E)

2
f2(E)dE . (20.13)

Next, we define the number of modes (or channels for conduction) at energy,

E, as

M(E) ≡ h

4
υ+
xD(E) . (20.14)

(It is easy to check the dimensions and show that M is dimensionless).

Using this result in the expressions for I1(E) and I2(E), we find the net

current as

I(E) = I1(E)− I2(E) =
2q

h
T (E)M(E) [f1(E)− f2(E)] . (20.15)
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The total current is found by integrating over all of the energy channels to

find

I =

∫
I(E)dE . (20.16)

The final result is

I =
2q

h

∫
T (E)M(E) [f1(E)− f2(E)] dE , (20.17)

which is eqn. (12.2), the Landauer expression for the current. This sim-

ple derivation is sufficient to show where eqn. (12.2) comes from, but for

a deeper discussion of the Landauer approach, the reader should consult

Datta [11].

20.6 Non-ideal contacts

Contacts limit the performance of devices. Series resistance is always a

concern, but other effects can occur as well. These other effects are not

typically a problem for Si MOSFETs, but they can be a problem in III-V

and GaN FETs [13, 14, 16].

At the top of the barrier, the current can be written as ID = qns(0)υ+
x .

The value of the charge density at the top of the barrier is controlled by

gate electrostatics, but if the source is not doped heavily enough, then it

cannot supply the charge needed at the top of the barrier. The source de-

pletes, large electric fields result, and device performance degrades. This

effect has been called source exhaustion [17]. Another effect can also occur.

The channel is typically thinner than the source, and it can be difficult for

electrons from the source to get into the channel. This effect has been called

source starvation and can be important in III-V FETs [18]. Paradoxically,

this is a case for which scattering can actually improve the performance

of a device. Simulations of realistic contact structures show that the per-

formance in the presence of scattering is better than for the ballistic case

because scattering helps funnel electrons into the channel [19].

Non-ideal source effects have been modeled by including a gate-voltage-

dependent series resistance. This can be done empirically [13] or more

physically by including ungated FETs in the source/drain regions adjacent

to the channel [16].
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20.7 The critical length for backscattering

Computing the transmission in a field-free-slab is fairly easy and, as shown

by (20.10), the result is simple. In the channel of a MOSFET, however,

there can be a strong electric field that varies rapidly in space, and com-

puting the transmission involves careful consideration of so-called non-local

semiclassical transport effects such as velocity overshoot (see Sec. 8.6 in

[15]). We have argued that the result can be written in the form

T (E) =
λ0(E)

λ0(E) + LC
, (20.18)

where λ0 is the near-equilibrium mean-free-path and LC � L is a critical

length for backscattering.

As discussed in Sec. 16.4, this equation is physically sensible. As discussed

in Sec. 19.8, the experimentally extracted transmissions behave according

to (20.18) and show that LC → L for low drain bias and LC → ` where

` � L for high drain bias. Equation (20.18) can be derived, if we assume

near-equilibrium transport, but under high drain bias, transport is far from

equilibrium for most of the channel. Because transport is far from equi-

librium, the use of the near-equilibrium mean-free-path in (20.18) can be

questioned. The argument is that the scattering that causes electrons to

return to the source occurs very near the top of the barrier before the elec-

trons have been significantly heated. It seems surprising that such a simple

equation could describe such a complicated problem, but Monte Carlo sim-

ulations that treat far from equilibrium transport show that (20.18) does,

in fact, work rather well [20].

The on-current of a MOSFET is proportional to the injection velocity,

which is given by (18.23) as

υinj =

(
TSAT

2− TSAT

)
υT =

λ0υT
λ0 + 2`

.

The injection velocity is determined by the transmission in saturation or,

equivalently, by the high-bias critical length, `. With the MVS model, we

fit the injection velocity to measured data. From the measured data, the

critical length, ` can be deduced [21], but to predict the on-current, we

need to predict `.

The length, `, is approximately the distance over which the potential

increases by kBT/q from its value at the top of the barrier [20], but this is

only a rough estimate. Assuming non-degenerate, near-equilibrium condi-

tions, one can derive an expression for ` in terms of the channel potential,
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V (x) [22]. An analytical expression that does not assume near-equilibrium

conditions can also be derived [23].

Careful studies of carrier backscattering in nanoscale MOSFETs using

Monte Carlo simulations to treat non-local transport self-consistently with

the Poisson equation have been reported [24 - 27]. The study reported in

[22] confirmed that the scattering that returns electrons to the source occurs

very near the top of the barrier, but the critical length is somewhat longer

than the distance over which the potential increases by kBT/q. The critical

length depends on the shape of the potential profile, which is influenced

by self-consistent electrostatics. As a result, ballistic simulations of the

potential profile cannot be used to predict the critical length. The authors

of [24] conclude that the assumption that ` � L for high drain bias is a

good one, but the precise calculation of ` requires self-consistent simulations

that treat the various scattering processes realistically.

20.8 Channel length dependent mfp/mobility

The transmisson model described in Lecture 17 is written in terms of the

ballistic injection velocity, which depends on the bandstructure, and the

mean-free-path (mfp) for back-scattering, λ, which depends on bandstruc-

ture, scattering physics, and on how electrons are distributed in momentum

space. For high drain bias, the carrier scattering rate and mfp vary greatly

along the channel as the carriers gain energy from the channel electric

field. A key assumption of our model is that the appropriate mfp to use

when computing the transmission is the near-equilibrium mean-free-path

(i.e. λ ≈ λ0) because the scattering that controls the transmission occurs

very near the source before the carriers have had a chance to gain significant

energy.

In Lecture 18, we related the transmission model to the VS model by

defining a quantity that has the units of mobility (eqn. (18.16))

µn =
υTλ0/2

kBT/q
,

Strictly speaking, mobility is a quantity that is well-defined only near-

equilibrium and only in the bulk (see Sec. 8.2 in [15]), but it is convenient

to write the transmission model in traditional form and to express the mfp

in terms of a mobility. If the velocity of the injected flux is υT and if the

near-equilibrium mfp at the top of the barrier, λ0, is the same as in a very

long channel device, then the mobility in (18.16) is the same mobility that
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would be measured in a long channel MOSFET. In these lectures, we have

often used the long channel mobility to estimate the near-equilibrium mfp,

λ0, in a nanoscale FET.

When we expressed the transmission model in the VS form, we found

that the drain current in the linear region was proportional to the apparent

mobility (eqn. (18.19))

1

µapp
=

1

µn
+

1

µB
.

The apparent mobility depends on both the real, scattering limited mobility,

µn, and on the ballistic mobility, µB , where (as given by eqn. (18.17))

µB ≡
υTL/2

kBT/q
.

We see that the apparent mobility which is easily extracted from the IV

characteristic, decreases for short channel lengths because the ballistic mo-

bility decreases with channel length.

For some transistors, the length dependence of the apparent mobility

seems to be entirely determined by the ballistic mobility (Fig. 19.5), but

for others it appears that λ0 decreases at short channel lengths (Fig. 19.6).

The cause(s) for the decrease in mfp for short channel lengths is not yet

fully understood. Some studies indicate that charged defects, perhaps un-

intentionally introduced during device processing are the cause [29]. Other

studies point out that long range Coulomb scattering is a possible cause.

In this case, electrons in the channel interact with the sea of electrons in the

source and drain and excite plasma oscillations [30]. This additional scat-

tering process should increase in strength as the channel length decreases.

The use of metal gates instead of polysilicon gates should help to screen out

these long range Coulomb interactions, but this is a fundamental process

that should be present in all FETs. Clearly understanding the cause of

the mfp reduction at short channel lengths – how much is fundamental and

how much is process-related and changeable will be important as channel

lengths shrink below 20 nm.

It is important to realize that in the apparent mobility

1

µapp
=

1

µn(L)
+

1

µB(L)
,

both the scattering limited mobility, µn and the ballistic mobility, µB de-

pend, in principle on the channel length. The scattering limited mobility,

µn(L), may be less than the corresponding mobility in a long channel de-

vice.
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20.9 Self-consistency

We have argued that scattering deep in the channel – far from the top of the

barrier – does not matter much because these carriers cannot surmount the

top of the barrier and return to the source. Scattering does, however, slow

down the carriers and because there is a steady injection of carriers from

the source, the population of electrons builds up within the channel. The

increased electron density in the channel couples to the Poisson equation

and changes the electrostatic potential everywhere – including near the top

of the barrier. The result, as shown in Fig. 20.6, is that the shape of the

potential profile changes, so the critical length for backscattering changes.

Fig. 20.6 Illustration of the effect of scattering on the self-consistent electrostatics of a

nanoscale MOSFET. Left: The electron density vs. position with and without scattering.
Right: The conduction band edge vs. position with and without scattering. (From: P.

Palestri, D. Esseni, S. Eminentet, C. Fiegna, E. Sangiorgi, and L. Selmi, “A Monte-Carlo

Study of the Role of Scattering in Deca-nanometer MOSFETs,” Tech. Digest, Intern.
Electron Dev. Mtg, pp. 605-608, 2004.)

Figure 20.6 shows some results of self-consistent numerical simulations.

At the left, we see the electron density versus position for the case of a

ballistic channel and when scattering is included. As expected, scattering

increases the electron density in the channel. Figure 20.6 shows on the

right that the added negative charge in the channel causes the conduc-

tion band to “float up” and broaden. The result is that the critical length

for backscattering increases, which means that the transmission decreases,

which lowers the current. We conclude that scattering deep in the channel

can affect the current [20, 24]. For a well-designed transistor, however, this
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effect is small because in a well-designed transistor, the potential at and

near the top of the barrier is largely controlled by the gate voltage and not

by the drain voltage or by the potential deep in the channel. This can be

seen from the fact that for well-behaved transistors, 2D electrostatics in

subthreshold (when there is little charge in the channel) and above thresh-

old (where there is a lot of charge in the channel) can be described by the

same DIBL parameter (i.e. the parallel shift of the subthreshold charac-

tersitics and the output conductance in the saturation region are both a

consequence of 2D electrostatics and both can be described by the same

DIBL parameter).

20.10 Carrier degeneracy

Our use of the transmission model in Lectures 18 and 19 assumed Boltz-

mann statistics for carriers. This seems to work well for Si MOSFETs

(e.g. [21]) and also reasonably well for III-V FETs as shown in Lecture

19. For III-V FETs, however, the small effective masses increase the im-

portance of carrier degeneracy and a more physical model is obtained when

Fermi-Dirac statistics are included [13, 14]. As shown by eqns. (17.18), the

ballistic injection velocity increases with increasing |Qn| when Fermi-Dirac

statistics are included. The relation between mobility and mean-free-path

also changes when Fermi-Dirac statictics are used (i.e. eqn. (12.44) is

replaced by (6.33) in [12]),

� λ�=
2(kBT/q)µn

υT
× F0 (ηF )

F−1/2 (ηF )
.

The gate capacitance in strong inversion is also lowered when Fermi-

Dirac statistics are employed because the quantum capacitance discussed

in Sec. 9.2 is reduced when Fermi-Dirac statistics are employed. For a

careful treatment of carrier degeneracy in an extended VS model, see [15,

16].

20.11 Charge density and transport

The drain current is proportional to the product of charge and velocity.

In the MVS model, the charge at the top of the barrier is determined by

MOS electrostatics using the semi-emipircal expression, eqn. (19.2), which

depends only on gate and drain voltages. The injection velocity depends
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on the transmission, as given by eqn. (19.20). The separation of charge

and transport is, however, an approximation.

As illustrated in Fig. 17.1, the charge at the top of the barrier consists

of a negative velocity component and a positive-velocity component and is

related to the transmission by eqn. (17.18) as

Qn = −qN2D

2
[F0(ηFS) + (1− T )F0(ηFS) + T F0(ηFD)] . (20.19)

In the diffusive limit (T � 1), both positive and negative velocity states at

the top of the barrier are occupied at all drain biases, but in the ballistic

limit (T → 1) under high drain bias, only positive velocity states are occu-

pied. The value of the transmission determines the location of the Fermi

level (ηFS), which determines the ballistic injection velocity, υball
inj .

In the MVS model, we use eqn. (19.2) to determine Qn from the gate

and drain biases and then eqn. (20.19) to determine ηFS from which the

ballistic injection velocity can be determined. In principle, however, the

value of Qn itself depends on T . As discussed in Sec. 9.5, the gate ca-

pacitance in inversion is the series capacitance of an insulator capacitance

and a semiconductor capacitance. For an ETSOI device, the semiconduc-

tor capacitance is just the quantum capacitance, CQ. In the diffusive limit

(T � 1), both positive and negative velocity states are occupied, and the

quantum capacitance in the degenerate limit is proportional to the density-

of-states as given by (9.49). In the ballistic limit (T → 1), only positive

velocity states are occupied, so the quantum capacitance in the degenerate

limit is proportional to one-half of the density-of-states. For III-V FETs,

this effect can be important because light effective mass results in a small

CQ, which significantly lowers the gate capacitance. Because III-V FETs

operate close to the ballistic limit, the already small quantum capacitance,

which is reduced by a factor of two under high drain bias, can be an im-

portant factor in III-V FETs and should be accounted for in order to do

justice to the physics [13, 14].

20.12 Discussion

Our goal in these lectures has been to understand the essential physics

of nanoscale FETs as illuminated by detailed numerical simulations and

experiments. This “essentials only” approach is useful for understanding

and interpreting the results of simulations and experiments and as a basis

for the development of semi-empirical compact models for FETs, such as
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the MVS model. This is true as long as the approach correctly captures the

essential physics. Detailed numerical studies that support the transmission

model have been reported (e.g. [24-27]). These simulations confirm the

understanding that the scattering that limits the on-current occurs in a

short region near the virtual source and that a device may deliver a current

close to the ballistic on-current even in the presence of a good deal of

scattering – as long as it does not occur in the critical, bottleneck region,

but they also show that quantities like the specific length of the critical

layer and the specific velocities of the forward and reverse-directed flux,

can only be quantitatively predicted with detailed simulations [24]. The

simulations of [24] also confirmed that the current injected from the source

under ballistic conditions, I+
ball, is larger than the current injected from

the source in the presence of channel backscattering, I+ – for the reasons

discussed in Sec. 17.8.

Simulation results are shown in Figs. 20.7 and 20.8 [23, 25]. These simu-

lations treat electron transport self-consistently with the Poisson equation.

They include quantum confinement effects and a detailed treatment of the

relevant scattering processes. Figure 20.7 shows how the 2D k-states in the

channel of an L = 25 nm MOSFET under high gate and drain bias are

occupied. In the source, there is a symmetric, near-equilibrium distribu-

tion of occupied k-states – the source acts as a good Landauer contact. At

the top of the barrier, the distribution of occupied states is strongly asym-

metric with positive k-states mostly occupied; only a few negative velocity

k-states are occupied as a result of backscattering. Deeper in the channel,

the radius of occupied states expands as the electrons are accelerated by the

electric field, but the distribution becomes more and more asymmetric with

most of the occupied states being those along the direction of the electric

field. Finally, at the drain, we see again a symmetric, thermal distribution

of occupied states.

Figure 20.8 shows simulations of the electron distribution vs. velocity

along the transport direction – this time for a 14 nm MOSFET under high

gate and drain bias [25]. Two cases are considered with (dashed lines)

and without (solid lines) scattering in the channel. Again, an equilibrium

distribution is observed in the source, and a highly asymmetric (approxi-

mately hemi-Maxwellian) distribution at the top of the source to channel

barrier is observed. For the ballistic case (which is much like the example

of Fig. 14.3), there are no negative velocity electrons at the top of the

barrier, but when there is scattering in the channel, a small population of

negative-velocity electrons is observed. Deeper in the channel a ballistic
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Fig. 20.7 Occupation of 2D k-states in the channel of an L = 25 nm MOSFET as

obtained from the numerical simulations of [23]. The device is in the on-state, and the

distributions are shown at six different locations between the source and drain.

peak of electrons develops as electrons are accelerated in the electric field.

Very similar features are observed in fully ballistic simulations of nanotran-

sistors [28]. Simulations like those in [24-27] support the conceptual picture

of the essential physics that we have developed in these lectures.

Other studies also using very detailed numerical simulation have, how-

ever, raised some concerns [31, 32]. These studies emphasize the funda-

mental nature of long-range Coulomb interactions, but they also note that

the increasing use of metal gates is likely to screen these interactions and

reduce, but not eliminate the effect. They also discuss the importance of

source starvation, which we discussed briefly in Sec. 20.6. It is especially

important to treat these effects for III-V FETs, and techniques to do so in

a VS framework have been developed [13, 14, 16]. These authors also point

out that the potential barrier at the virtual source is not fixed; it is affected

by transport and it may not be possible to maintain the equilibrium charge

at the top of the barrier when current flows. Some aspects of this effect were

discussed in Secs. 14.3, 17.6 and 17.8, and the most recent version of the

MVS model attempts to treat these effects by including a better descrip-

tion of the charge in the presence of transport [13, 14]. The authors of [31,

32] also point out that the Poisson equation couples the electron density

through the channel to the potential at the beginning of the channel, so

scattering everywhere affects the length of the critical layer. The authors
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Fig. 20.8 Occupation of k-states in the channel of an L = 14 nm MOSFET as obtained

from the numerical simulations of [25]. The device is in the on-state and the distributions

are shown at four different locations between the source and drain. The distributions are
plotted as a function of velocity along the direction of the channel. Solid lines assume

no scattering in the channel; the dashed lines treat scattering everywhere in the device.

The noise in the results comes from the stochastic process used to solve the BTE.

of [24] also made this point, and it was mentioned in the first paper on the

transmission approach to MOSFETs [20], but while it is true in general, for

well designed MOSFETs, good electrostatic design minimizes the influence

of this effect.

The study in [31] provides an interesting discussion of scattering in the

critical layer and its relation to the low-field mobility. The authors point

out that our expression for transmission can have predictive power only if a

prescription is given for calculating the mean-free-path and critical length.

This is a valid criticism and one that makes the Landauer or VS model a

semi-empirical one that must be fit to data. Obviously a predictive model

would be preferred, that is what numerical simulations can sometimes do.

The transmission model of the MOSFET is not predictive; its value value

lies in providing a conceptual framework for understanding.

The simulations of [31] find that the scattering time in the critical layer

is much different than in the bulk and that as a result, the authors conclude

that the near-equilibrium mobility is of no relevance to the on-current of

a MOSFET. While the assumption that the near-equilibrium mfp controls

the on-current of well-designed FETs is one that must be continually re-
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examined as channel lengths continue to shrink, this author believes that

the experimental evidence is strong that near-equilibrium mobility is corre-

lated with the on-current and that the transmission model provides a simple

explanation for why this is. The authors of [31] find that the occupied k-

states at the top of the barrier deviate strongly from the hemi-Maxweillian

assumed in our transmission model, and this may explain why their mfps

are so different from those deduced from the near-equilibrium mobility. But

this could be model-specific or specific to the device being simulated be-

cause similar simulations of a similar device (shown in Figs. 20.7 and 20.8)

do show a near-equilibrium, hemi-Maxwellian distribution at the top of the

barrier.

Simulations like those presented in [24-28] and [31, 32] have been enor-

mously useful in elucidating the physics of transport in nanoscale MOSFET.

They also help us understand what the transmission model gets right and

what its limitations are. They have played an important role in the evo-

lution of the transmission model, which is an on-going process because as

channel lengths continue to scale down, new physical effects become im-

portant. The authors of [31] conclude that the transmission model is a

useful, qualitative guide to understand the essential physics of nanoscale

MOSFETs, but that it cannot yield quantitative predictions for L < 50

nm. The authors of [24] agree. This author would not disagree, but he has

been impressed with the ability of the MVS model to produce excellent fits

to a wide variety of Si, III-V, and other FETs with channel lengths down

to at least 30 nm using only a few, physically sensible fitting parameters.

This seems to suggest that the MVS model (and the transmission model

that it is based upon) is getting some important things right and the the

extracted parameters have physical significance. Finally, we note that re-

cent extensions to the VS model have made it possible to predict the entire

IV characteristic from the near-equilibrium mobility and a few key device

parameters [13, 14, 33].

20.13 Summary

In this lecture, we have discussed some of the physical effects that occur in

nanoscale FETs. When one looks closely at what happens inside a small

field-effect transistor using detailed simulations, things are very compli-

cated. Some might argue that these small devices are so complicated that

it is not possible to describe them simply in a physically sound way. It
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should be clear that I do not share that view. The transmission approach

to nanoscale FETs outlined in these lecture notes provides, in my view, a

simple, physically sound understanding of nanoscale FETs in terms of a

only a few, physically meaningful parameters. It is, in fact, not uncommon

in science that the macroscopic behavior of a system that appears to be

enormously complicated at the microscale can often be described in terms

of a few simple parameters [34]. The nanoscale MOSFET is an example of

this phenomenon.

The transmission model suffers from an important limitation – it is dif-

ficult to compute ID (VGS , VDS) for arbitrary voltages because of the diffi-

culty of computing T (VGS , VDS). (We have only discussed T in the small

and large VDS limits.) As a result, it is difficult to predict the on-current

because of the difficulty of computing the critical length, `, for high drain

bias. Because of this limitation, key parameters in the Landauer/VS model

are determined by fitting the model to experimental data, and the physi-

cal interpretation of the fitted parameters is provided by the transmission

model.

Technology developers rely on sophisticated computer simulations to

design and optimize devices. These numerical simulations treat the flow of

electrons and holes (either semi-classically or quantum mechanically) under

the influence of their self-consistent electrostatic potential. The transmis-

sion model and the related VS model describe the essential physics of good

transistors. These models can be used to analyze and interpret the results

of experiments and detailed simulations, and they can form the kernel of a

physics-based compact model for use in circuit design. Device researchers

need both types of models - detailed simulations that include as much

physics as possible and that solve the governing equations with the fewest

possible approximations, and they need simple, conceptual models like the

Landauer model that get to the heart of the problem as simply as possible.
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