Machine Learning
Lecture 4



AL Outline

» Understanding optimization view of learning
- large margin linear classification
- regularization, generalization

» Optimization algorithms
- preface: gradient descent optimization
- stochastic gradient descent
- quadratic program



Vrﬂﬂikecall: learning as optimization

» Machine learning problems are often cast as optimization
problems

objective function = average loss + regularization

» Large margin linear classification as optimization
(Support Vector Machine)

J(0,0p) = ZLossh (Z)(H () 4 0o)) + %HHHQ

1=1



%Recall Iarge margln classifier

CSAIL 1 distance from the
decision boundary
| HQH to the margin
boundary

.
L 0 o
. o
._ neg‘margin
POS margin boupdary
boundary ‘ 01+ 0y = —
— \ ‘
0-x+ 0y = 1 0.0+ 0 — decision
0 boundary

A
J(0,00) = ZLossh (v (0 - 2D +6,)) +§||9||2



A=0.1

(o)
(o)
—
(o)
(o) © (o) % o) _
|
o o o - ©
(R (o
o o + _—-
\\\\\\\\\\ x O
\\\\\\mv\\\\\\\ = |
\\\\\\\ -
— S
—
=
_ A
e ) —
\ e
I
\\\\\\ . o
\\\\\ T
-
- ¥ + + =
= .
o ¥ OU
+H 3+ ¥
o
o
o
o
o
o



(o)
(o)
—
(o)
(o) © (o) m o) _
|
o o ® o ©
(R (o
o o + _—-
\\\\\\\\\\ x O
\\\\\\mV\\\\\\\ = |
\\\\\\\ -
—— S
-+
=
_ A
e ) —
\ T
\\\\\\\\@ )
" * S
\\\\\\\@\\\ P +
- ¥ + * =
. Tk -
o g F
+
+
+
+
+
+



° o
° ™
o

o %o o o _

|

o o . I,
> 9
e @ - T
|||||||||||||||||| 7
° >
D
™
® |
\\\\\\ -
|||||||||||||| -
\\\\\\\\\\\ - : s
L . .-. mlw
L + & Ow
Rap
L
L
L
L
L

100

A =

0

0 - x+ 6



1000

\ —

","'

,""

","'

l,',"



o
o
© o
™
o |
|
© -
o S
-+ -
||||| @l@liiwllll |
|||||||||||||||||||| © ) auo
\\]\\ +
=
[ v S y
||||||| ®-————" ————®— __ -
= -
- ... )
\ +
= +
’ >
L
L
L

0.01

A\ =



o
o
© o

™

o |

|

© -

o S
-+ -
||||| @l@liiwllll |
|||||||||||||||||||| © ) auo
\\]\\ +
=
[ v S y
||||||| ®-————" ————®— __ -

= -

- ... )

\ +

= +
’ >
L
L
L

A=0.1



(o
(o
(o (o
—
o |
,,,,, ) __
IIIIIIIIII .@I om
,,,,,,,,,, +
::::: -
- ® e ST
—— <
—20 n__u
SS S
IIIIII @.I’/ g« @ - |_|
lllllll &
llllll . .
e /l@l IIIIIIII _ 9
o T ———e
) L
* +
&
. .
)
L
L



-””,””I”,

”,”’,”'

,”’,”’,””,”

',”,”’,I,”,”’,’

100

A =

’,',”

0

0-x+ 6



%Regularlzatlon, generalization

CSAIL

A

A
J(0,00) = ZLossh (v (0 - 2D + 6p)) +§|\9||2
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AghE) Outline

» Optimization algorithms
- preface: gradient descent optimization
- stochastic gradient descent
- quadratic program



E@Eﬁ Preface: Gradient descent

CSAIL

+J(0)




E@Eﬁ Preface: Gradient descent

CSAIL

+J(0)




\f@ﬂ% Stochastic gradient descent

CSAIL

J(0,0,) = ZLossh (v (6 -2 + 6y)) +%H9H2
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E@Eﬁ Stochastic gradient descent

CSAIL

1o~ Ya L Az
J(O) == |Lossu(y0 - =) + Z0]




\f@ﬁﬁ,ﬁ Stochastic gradient descent

CSAIL

1o~ Ya L Az
J(O) == |Lossu(y0 - =) + Z0]
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Select ¢ € {1,...,n} at random

| | .
0+ 60—nVy Lossh(y(z)ﬁ : az(z)) + §||0H2




b Support Vector Machine

» Support Vector Machine finds the maximum margin
linear separator by solving the quadratic program that
corresponds to J(6,6,)

» In the realizable case, if we disallow any margin
violations, the quadratic program we have to solve is

Find 9, (9() that

minimize §H9H2 subject to

y DO 2D +0)>1, i=1,...,n
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» Learning problems can be formulated as optimization
problems of the form: loss + regularization

» Linear, large margin classification, along with many other
learning problems, can be solved with stochastic
gradient descent algorithms

» Large margin linear classifier can be also obtained via
solving a quadratic program (Support Vector Machine)



