
Machine Learning 
Lecture 3



Outline
‣ Linear, large margin classification 

- margin, hinge loss, regularization 
‣ Learning as an optimization problem
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Linear classification, margin
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Large margin as optimization
‣ Hinge loss  

‣ Regularization: towards max margin 

‣ The objective
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Things to know
‣ General optimization formulation of learning  

‣ Large margin linear classification as optimization 
- margin boundaries, hinge loss, regularization

objective function = average loss + regularization
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