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24.09x Minds and Machines 

Alan Turing, “Computing machinery and intelligence” 
Excerpts from Alan Turing, “Computing machinery and intelligence” (Mind 59: 433-60, 1950)1 

Turing begins by considering a question, which he immediately says needs replacing: 

I propose to consider the question, “Can machines think?” This should begin 
with definitions of the meaning of the terms “machine” and “think.” The 
definitions might be framed so as to reflect so far as possible the normal use 
of the words, but this attitude is dangerous, If the meaning of the words 
“machine” and “think” are to be found by examining how they are 
commonly used it is difficult to escape the conclusion that the meaning and 
the answer to the question, “Can machines think?” is to be sought in a 
statistical survey such as a Gallup poll. But this is absurd. Instead of 
attempting such a definition I shall replace the question by another, which is 
closely related to it and is expressed in relatively unambiguous words. 

What is the replacement? 

The new form of the problem can be described in terms of a game which we 
call the ‘imitation game.” It is played with three people, a man (A), a woman 
(B), and an interrogator (C) who may be of either sex. The interrogator stays 
in a room apart front the other two. The object of the game for the 
interrogator is to determine which of the other two is the man and which is 
the woman. He knows them by labels X and Y, and at the end of the game he 
says either “X is A and Y is B” or “X is B and Y is A.” The interrogator is 
allowed to put questions to A and B thus: 

C: Will X please tell me the length of his or her hair? 

Now suppose X is actually A, then A must answer. It is A’s object in the game 
to try and cause C to make the wrong identification. His answer might 
therefore be: 

“My hair is shingled, and the longest strands are about nine inches long.” 

In order that tones of voice may not help the interrogator the answers should 
be written, or better still, typewritten. The ideal arrangement is to have a 
teleprinter communicating between the two rooms. Alternatively the 
question and answers can be repeated by an intermediary. The object of the 
game for the third player (B) is to help the interrogator. The best strategy for 
                                            
1 Full text on the Loebner Prize website: http://www.loebner.net/Prizef/TuringArticle.html. 
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her is probably to give truthful answers. She can add such things as “I am the 
woman, don’t listen to him!” to her answers, but it will avail nothing as the 
man can make similar remarks. 

We now ask the question, “What will happen when a machine takes the part 
of A in this game?” Will the interrogator decide wrongly as often when the 
game is played like this as he does when the game is played between a man 
and a woman? These questions replace our original, “Can machines think?” 

Why is the new question worthwhile? Turing explains: 

The new problem has the advantage of drawing a fairly sharp line between 
the physical and the intellectual capacities of a man. No engineer or chemist 
claims to be able to produce a material which is indistinguishable from the 
human skin. It is possible that at some time this might be done, but even 
supposing this invention available we should feel there was little point in 
trying to make a “thinking machine” more human by dressing it up in such 
artificial flesh. The form in which we have set the problem reflects this fact in 
the condition which prevents the interrogator from seeing or touching the 
other competitors, or hearing -their voices. Some other advantages of the 
proposed criterion may be shown up by specimen questions and answers. 
Thus: 

Q: Please write me a sonnet on the subject of the Forth Bridge. 

A : Count me out on this one. I never could write poetry. 

Q: Add 34957 to 70764. 

A: (Pause about 30 seconds and then give as answer) 105621. 

Q: Do you play chess? 

A: Yes. 

Q: I have K at my K1, and no other pieces. You have only K at K6 and R at R1. 
It is your move. What do you play? 

A: (After a pause of 15 seconds) R-R8 mate. 

The question and answer method seems to be suitable for introducing 
almost any one of the fields of human endeavour that we wish to include. We 
do not wish to penalise the machine for its inability to shine in beauty 
competitions, nor to penalise a man for losing in a race against an aeroplane. 
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The conditions of our game make these disabilities irrelevant. The “witnesses” 
can brag, if they consider it advisable, as much as they please about their 
charms, strength or heroism, but the interrogator cannot demand practical 
demonstrations. 

The game may perhaps be criticised on the ground that the odds are 
weighted too heavily against the machine. If the man were to try and pretend 
to be the machine he would clearly make a very poor showing. He would be 
given away at once by slowness and inaccuracy in arithmetic. May not 
machines carry out something which ought to be described as thinking but 
which is very different from what a man does? This objection is a very strong 
one, but at least we can say that if, nevertheless, a machine can be 
constructed to play the imitation game satisfactorily, we need not be 
troubled by this objection. 

It might be urged that when playing the “imitation game” the best strategy 
for the machine may possibly be something other than imitation of the 
behaviour of a man. This may be, but I think it is unlikely that there is any 
great effect of this kind. In any case there is no intention to investigate here 
the theory of the game, and it will be assumed that the best strategy is to try 
to provide answers that would naturally be given by a man. 

What sorts of machines can take part in the imitation game? Turing says we should “only 

permit digital computers” to take part. 

This restriction appears at first sight to be a very drastic one. I shall attempt 
to show that it is not so in reality. To do this necessitates a short account of 
the nature and properties of these computers. 

He then describes them. 

The idea behind digital computers may be explained by saying that these 
machines are intended to carry out any operations which could be done by a 
human computer. The human computer is supposed to be following fixed 
rules; he has no authority to deviate from them in any detail. We may 
suppose that these rules are supplied in a book, which is altered whenever 
he is put on to a new job. He has also an unlimited supply of paper on which 
he does his calculations. He may also do his multiplications and additions on 
a “desk machine,” but this is not important. 

If we use the above explanation as a definition we shall be in danger of 
circularity of argument. We avoid this by giving an outline. of the means by 



 4 

which the desired effect is achieved. A digital computer can usually be 
regarded as consisting of three parts: 

(i) Store. 

(ii) Executive unit. 

(iii) Control. 

The store is a store of information, and corresponds to the human 
computer’s paper, whether this is the paper on which he does his calculations 
or that on which his book of rules is printed. In so far as the human computer 
does calculations in his bead a part of the store will correspond to his 
memory. 

The executive unit is the part which carries out the various individual 
operations involved in a calculation. What these individual operations are will 
vary from machine to machine. Usually fairly lengthy operations can be done 
such as “Multiply 3540675445 by 7076345687” but in some machines only 
very simple ones such as “Write down 0” are possible. 

We have mentioned that the “book of rules” supplied to the computer is 
replaced in the machine by a part of the store. It is then called the “table of 
instructions.” It is the duty of the control to see that these instructions are 
obeyed correctly and in the right order. The control is so constructed that 
this necessarily happens. 

… 

The reader [N.B. in 1950!] must accept it as a fact that digital computers can 
be constructed, and indeed have been constructed, according to the 
principles we have described, and that they can in fact mimic the actions of a 
human computer very closely. 

The book of rules which we have described our human computer as using is 
of course a convenient fiction. Actual human computers really remember 
what they have got to do. If one wants to make a machine mimic the 
behaviour of the human computer in some complex operation one has to ask 
him how it is done, and then translate the answer into the form of an 
instruction table. Constructing instruction tables is usually described as 
“programming.” To “programme a machine to carry out the operation A” 
means to put the appropriate instruction table into the machine so that it will 
do A. 
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… 

The idea of a digital computer is an old one. Charles Babbage, Lucasian 
Professor of Mathematics at Cambridge from 1828 to 1839, planned such a 
machine, called the Analytical Engine, but it was never completed. Although 
Babbage had all the essential ideas, his machine was not at that time such a 
very attractive prospect. The speed which would have been available would 
be definitely faster than a human computer but something like I00 times 
slower than the Manchester machine, itself one of the slower of the modern 
machines. The storage was to be purely mechanical, using wheels and cards. 

The fact that Babbage’s Analytical Engine was to be entirely mechanical will 
help us to rid ourselves of a superstition. Importance is often attached to the 
fact that modern digital computers are electrical, and that the nervous 
system also is electrical. Since Babbage’s machine was not electrical, and 
since all digital computers are in a sense equivalent, we see that this use of 
electricity cannot be of theoretical importance. Of course electricity usually 
comes in where fast signalling is concerned, so that it is not surprising that 
we find it in both these connections. In the nervous system chemical 
phenomena are at least as important as electrical. In certain computers the 
storage system is mainly acoustic. The feature of using electricity is thus seen 
to be only a very superficial similarity. If we wish to find such similarities we 
should took rather for mathematical analogies of function. 

Turing now explains why restricting the test-taking machines to digital computers is not 

at all drastic. 

The digital computers considered in the last section may be classified 
amongst the “discrete-state machines.” These are the machines which move 
by sudden jumps or clicks from one quite definite state to another. These 
states are sufficiently different for the possibility of confusion between them 
to be ignored. Strictly speaking there, are no such machines. Everything 
really moves continuously. But there are many kinds of machine which can 
profitably be thought of as being discrete-state machines. For instance in 
considering the switches for a lighting system it is a convenient fiction that 
each switch must be definitely on or definitely off. There must be 
intermediate positions, but for most purposes we can forget about them. As 
an example of a discrete-state machine we might consider a wheel which 
clicks round through 120 once a second, but may be stopped by a ]ever 
which can be operated from outside; in addition a lamp is to light in one of 
the positions of the wheel. This machine could be described abstractly as 
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follows. The internal state of the machine (which is described by the position 
of the wheel) may be q1, q2 or q3. There is an input signal i0 or i1 (position of 
lever). The internal state at any moment is determined by the last state and 
input signal according to the table 

 

The output signals, the only externally visible indication of the internal state 
(the light) are described by the table 

 

This example is typical of discrete-state machines. They can be described by 
such tables provided they have only a finite number of possible states. 

… 

Given the table corresponding to a discrete-state machine it is possible to 
predict what it will do. There is no reason why this calculation should not be 
carried out by means of a digital computer. Provided it could be carried out 
sufficiently quickly the digital computer could mimic the behavior of any 
discrete-state machine. The imitation game could then be played with the 
machine in question (as B) and the mimicking digital computer (as A) and the 
interrogator would be unable to distinguish them. Of course the digital 
computer must have an adequate storage capacity as well as working 
sufficiently fast. Moreover, it must be programmed afresh for each new 
machine which it is desired to mimic. 

This special property of digital computers, that they can mimic any discrete-
state machine, is described by saying that they are universal machines. The 
existence of machines with this property has the important consequence that, 
considerations of speed apart, it is unnecessary to design various new 
machines to do various computing processes. They can all be done with one 
digital computer, suitably programmed for each case. It will be seen that as a 
consequence of this all digital computers are in a sense equivalent. 

… It was suggested tentatively that the question, “Can machines think?” 
should be replaced by “Are there imaginable digital computers which would 
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do well in the imitation game?” If we wish we can make this superficially 
more general and ask “Are there discrete-state machines which would do 
well?” But in view of the universality property we see that either of these 
questions is equivalent to this, “Let us fix our attention on one particular 
digital computer C. Is it true that by modifying this computer to have an 
adequate storage, suitably increasing its speed of action, and providing it 
with an appropriate programme, C can be made to play satisfactorily the part 
of A in the imitation game, the part of B being taken by a man?” 

What is Turing’s answer to this question? 

I believe that in about fifty years’ time it will be possible, to programme 
computers, with a storage capacity of about 109, to make them play the 
imitation game so well that an average interrogator will not have more than 
70 per cent chance of making the right identification after five minutes of 
questioning. The original question, “Can machines think?” I believe to be too 
meaningless to deserve discussion. Nevertheless I believe that at the end of 
the century the use of words and general educated opinion will have altered 
so much that one will be able to speak of machines thinking without 
expecting to be contradicted. I believe further that no useful purpose is 
served by concealing these beliefs. The popular view that scientists proceed 
inexorably from well-established fact to well-established fact, never being 
influenced by any improved conjecture, is quite mistaken. Provided it is made 
clear which are proved facts and which are conjectures, no harm can result. 
Conjectures are of great importance since they suggest useful lines of 
research. 

Turing now turns to objections. He considers nine, the fourth of which is “the argument 

from consciousness”: 

This argument is very, well expressed in Professor Jefferson’s Lister Oration 
for 1949, from which I quote. “Not until a machine can write a sonnet or 
compose a concerto because of thoughts and emotions felt, and not by the 
chance fall of symbols, could we agree that machine equals brain-that is, not 
only write it but know that it had written it. No mechanism could feel (and 
not merely artificially signal, an easy contrivance) pleasure at its successes, 
grief when its valves fuse, be warmed by flattery, be made miserable by its 
mistakes, be charmed by sex, be angry or depressed when it cannot get what 
it wants.” 
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This argument appears to be a denial of the validity of our test. According to 
the most extreme form of this view the only way by which one could be sure 
that machine thinks is to be the machine and to feel oneself thinking. One 
could then describe these feelings to the world, but of course no one would 
be justified in taking any notice. Likewise according to this view the only way 
to know that a man thinks is to be that particular man. It is in fact the solipsist 
point of view. It may be the most logical view to hold but it makes 
communication of ideas difficult. A is liable to believe “A thinks but B does 
not” whilst B believes “B thinks but A does not.” instead of arguing 
continually over this point it is usual to have the polite convention that 
everyone thinks. 

I am sure that Professor Jefferson does not wish to adopt the extreme and 
solipsist point of view. Probably he would be quite willing to accept the 
imitation game as a test. The game (with the player B omitted) is frequently 
used in practice under the name of viva voce to discover whether some one 
really understands something or has “learnt it parrot fashion.” Let us listen in 
to a part of such a viva voce: 

Interrogator: In the first line of your sonnet which reads “Shall I compare thee 
to a summer’s day,” would not “a spring day” do as well or better? 

Witness: It wouldn’t scan. 

Interrogator: How about “a winter’s day,” That would scan all right. 

Witness: Yes, but nobody wants to be compared to a winter’s day. 

Interrogator: Would you say Mr. Pickwick reminded you of Christmas? 

Witness: In a way. 

Interrogator: Yet Christmas is a winter’s day, and I do not think Mr. Pickwick 
would mind the comparison. 

Witness: I don’t think you’re serious. By a winter’s day one means a typical 
winter’s day, rather than a special one like Christmas. 

And so on, What would Professor Jefferson say if the sonnet-writing machine 
was able to answer like this in the viva voce? I do not know whether he would 
regard the machine as “merely artificially signalling” these answers, but if the 
answers were as satisfactory and sustained as in the above passage I do not 
think he would describe it as “an easy contrivance.” This phrase is, I think, 
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intended to cover such devices as the inclusion in the machine of a record of 
someone reading a sonnet, with appropriate switching to turn it on from time 
to time. 

In short then, I think that most of those who support the argument from 
consciousness could be persuaded to abandon it rather than be forced into 
the solipsist position. They will then probably be willing to accept our test. 

I do not wish to give the impression that I think there is no mystery about 
consciousness. There is, for instance, something of a paradox connected with 
any attempt to localise it. But I do not think these mysteries necessarily need 
to be solved before we can answer the question with which we are 
concerned in this paper. 

The fifth objection is really a bunch of objections, “arguments from various disabilities”: 

These arguments take the form, “I grant you that you can make machines do 
all the things you have mentioned but you will never be able to make one to 
do X.” Numerous features X are suggested in this connexion I offer a 
selection: 

Be kind, resourceful, beautiful, friendly, have initiative, have a sense of 
humour, tell right from wrong, make mistakes, fall in love, enjoy strawberries 
and cream, make some one fall in love with it, learn from experience, use 
words properly, be the subject of its own thought, have as much diversity of 
behaviour as a man, do something really new. 

No support is usually offered for these statements. I believe they are mostly 
founded on the principle of scientific induction. A man has seen thousands of 
machines in his lifetime. From what he sees of them he draws a number of 
general conclusions. They are ugly, each is designed for a very limited 
purpose, when required for a minutely different purpose they are useless, the 
variety of behaviour of any one of them is very small, etc., etc. Naturally he 
concludes that these are necessary properties of machines in general. Many 
of these limitations are associated with the very small storage capacity of 
most machines. (I am assuming that the idea of storage capacity is extended 
in some way to cover machines other than discrete-state machines. The exact 
definition does not matter as no mathematical accuracy is claimed in the 
present discussion.) A few years ago, when very little had been heard of 
digital computers, it was possible to elicit much incredulity concerning them, 
if one mentioned their properties without describing their construction. That 
was presumably due to a similar application of the principle of scientific 



 10 

induction. These applications of the principle are of course largely 
unconscious. When a burnt child fears the fire and shows that he fears it by 
avoiding it, f should say that he was applying scientific induction. (I could of 
course also describe his behaviour in many other ways.) The works and 
customs of mankind do not seem to be very suitable material to which to 
apply scientific induction. A very large part of space-time must be 
investigated, if reliable results are to be obtained. Otherwise we may (as 
most English children do) decide that everybody speaks English, and that it is 
silly to learn French. 

Turing discusses one kind of “disability” at length: 

The claim that “machines cannot make mistakes” seems a curious one. One 
is tempted to retort, “Are they any the worse for that?” But let us adopt a 
more sympathetic attitude, and try to see what is really meant. I think this 
criticism can be explained in terms of the imitation game. It is claimed that 
the interrogator could distinguish the machine from the man simply by 
setting them a number of problems in arithmetic. The machine would be 
unmasked because of its deadly accuracy. The reply to this is simple. The 
machine (programmed for playing the game) would not attempt to give the 
right answers to the arithmetic problems. It would deliberately introduce 
mistakes in a manner calculated to confuse the interrogator. A mechanical 
fault would probably show itself through an unsuitable decision as to what 
sort of a mistake to make in the arithmetic. Even this interpretation of the 
criticism is not sufficiently sympathetic. But we cannot afford the space to go 
into it much further. It seems to me that this criticism depends on a confusion 
between two kinds of mistake, We may call them “errors of functioning” and 
“errors of conclusion.” Errors of functioning are due to some mechanical or 
electrical fault which causes the machine to behave otherwise than it was 
designed to do. In philosophical discussions one likes to ignore the 
possibility of such errors; one is therefore discussing “abstract machines.” 
These abstract machines are mathematical fictions rather than physical 
objects. By definition they are incapable of errors of functioning. In this sense 
we can truly say that “machines can never make mistakes.” Errors of 
conclusion can only arise when some meaning is attached to the output 
signals from the machine. The machine might, for instance, type out 
mathematical equations, or sentences in English. When a false proposition is 
typed we say that the machine has committed an error of conclusion. There is 
clearly no reason at all for saying that a machine cannot make this kind of 
mistake. It might do nothing but type out repeatedly “O = I.” To take a less 
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perverse example, it might have some method for drawing conclusions by 
scientific induction. We must expect such a method to lead occasionally to 
erroneous results. 

The seventh objection is “the argument from continuity in the nervous system”: 

The nervous system is certainly not a discrete-state machine. A small error in 
the information about the size of a nervous impulse impinging on a neuron, 
may make a large difference to the size of the outgoing impulse. It may be 
argued that, this being so, one cannot expect to be able to mimic the 
behaviour of the nervous system with a discrete-state system. 

It is true that a discrete-state machine must be different from a continuous 
machine. But if we adhere to the conditions of the imitation game, the 
interrogator will not be able to take any advantage of this difference. The 
situation can be made clearer if we consider sonic other simpler continuous 
machine. A differential analyser will do very well. (A differential analyser is a 
certain kind of machine not of the discrete-state type used for some kinds of 
calculation.) Some of these provide their answers in a typed form, and so are 
suitable for taking part in the game. It would not be possible for a digital 
computer to predict exactly what answers the differential analyser would give 
to a problem, but it would be quite capable of giving the right sort of answer. 
For instance, if asked to give the value of (actually about 3.1416) it would be 
reasonable to choose at random between the values 3.12, 3.13, 3.14, 3.15, 
3.16 with the probabilities of 0.05, 0.15, 0.55, 0.19, 0.06 (say). Under these 
circumstances it would be very difficult for the interrogator to distinguish the 
differential analyser from the digital computer. 

The final section of Turing’s paper is a discussion of computer learning, and the 

concluding two paragraphs are: 

We may hope that machines will eventually compete with men in all purely 
intellectual fields. But which are the best ones to start with? Even this is a 
difficult decision. Many people think that a very abstract activity, like the 
playing of chess, would be best. It can also be maintained that it is best to 
provide the machine with the best sense organs that money can buy, and 
then teach it to understand and speak English. This process could follow the 
normal teaching of a child. Things would be pointed out and named, etc. 
Again I do not know what the right answer is, but I think both approaches 
should be tried. 
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We can only see a short distance ahead, but we can see plenty there that 
needs to be done. 


