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Overview of LLM Chains and Agents

LLM Agent Connect it other sources of
data and computation
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LLM as the reasoning engine
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Retrieval Augmented Generation Chatbot

1. Combine chat history into standalone

guestion \

2. Retrieve relevant documents

3. Generate final answer

Embedding of chat history

B

Document-based query
response.
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Why is evaluation hard: Lack of data

Usually don’t start with a dataset (cold start)

U

Instead with an_idea or problem

Unclear what the dataset would even be
(constantly changing)

@ Generic Data —> Easy to evaluate
Specific/Scarce Data = Hard to evaluate

No ground truth to guide gathering data
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Why is evaluation hard: Lack of metrics

Hard to even evaluate visually @

Knowledge
E =X ; Retrieval
%). { initial query \L Final Answer }

format

Chat Bot 07

Traditional ML metrics don’t work well

Perplexity
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Potential Solutions - Best Practices

Lack of data

« Generate datasets using language model + chaining ahead of time:
An LLM can generate data fromm document chunks to be used as a test dataset.

Document
Chunk

« Accumulate over time

Track 1/O over time in production.
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Potential Solutions - Best Practices

Lack of metrics
- Make it easy to inspect visually

- - Knowledge
ool Initial query { Retrieval Final Answer
2. format

Chat Bot l

Logging all outputs of the process for ease of inspection.

e Use LLM as a judge.

Final answer judged by an LLM for semantic equivalence. O

{ Final Answer }\‘E @2&)?0

« User feedback, directly or indirectly.
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Offline Evaluation

/Pr‘ocedur‘e: \

1. Create dataset of test data points to run against

2. Run chain or agent against them
3. Visually inspect them

4. Use LLM to auto-grade them

- /
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Online Evaluation

Gather feedback on each incoming datapoint:
- Direct feedback (thumbs up/thumbs down) lf)/[()

. Indirect feedback (clicked on link, did not click) @y [n_*}

 Track feedback overtime M
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The Future of Evaluation in LLM Chains

 Still a very new area of applied research.
« Only now are applications coming online.

« Best practices will continue to emerge.

Thank you!
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